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1. INTRODUCTION 

Today, cardiovascular diseases occupy first place among the most dangerous diseases in this universe as well as the 

death rate is rising at an alarming rate [1-3]. The prevalence of heart disease is caused by harmful behaviors sustained 

over extended periods such as lack of sports activity, malnutrition, and the use of toxic substances such as drugs and 

tobacco (smoking) [4-6]. Despite widespread awareness efforts, the habits mentioned earlier are widespread in our 

society and result in a high mortality rate. Older adults are more susceptible to cardiovascular disease because age plays 

a major role in weakening the role of the cardiovascular system [7][8]. Therefore, these diseases are getting more 

severe with the advancing individuals' age. In 2019 [9], the American Heart Association conducted a study on heart 

disease and stroke and found that the incidence of these conditions was highest in older age groups. People between the 

ages of 40 to 60 had an average incidence of 35-40%. For those between 60 to 80, the average incidence was 75-78%. 

And for those over 80 years old, the incidence was alarmingly high, at over 80%. The literature have shown that there 

is a marked disparity between the sexes in terms of the occurrence of heart disease [10-13]. This is due to the impact of 

sex hormones and the higher occurrence of metabolic syndrome in women. The website "Our World in Data" has 

published statistics from the years 1990 2019 indicating that cardiovascular diseases are the most prevalent type of 

illness (as shown in Figure 1) [14]. 

The most typical heart diseases are aneurysms, heart ischemia, arrhythmias, and heart failure. Changes in the 

regular pattern or sequence of electrical impulses generated by the heart indicate abnormal behavior or a defect in the 

heart, where an irregular heartbeat occurs, and the patient may feel that the heartbeat is accelerating or slowing down 

[15][16]. This disease can be classified into two types; the first type poses a threat to the patient's life and requires 

medical intervention from healthcare workers. The second type does not pose a danger but rather requires conducting a 

set of diagnostics to find out the leading cause of the disease, following the physician's recommendations, and adhering 

to treatment and psychological comfort. An electrocardiogram (ECG) is a widely utilized test to detect heart problems 
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and irregular heartbeats in patients, as it records the timing and strength of electrical signals. Through this technique, 

the heart's electrical activity is demonstrated through a group of electrodes placed on the patient's skin [17][18]. Marks 

showing the presence of some arrhythmia may appear rarely, as it requires monitoring the patient's heart activity for 

long periods of time and making an appropriate diagnosis by experts. Tracking the patient is accomplished through 

wearable devices and sensors that allow them to be monitored without disrupting their daily routine. For instance, 

Nuubo created a compact ECG patient monitor (see Figure 2) that adjusts to each individual and captures heart 

electrical activity without any adhesive or wires [19]. This approach is significantly improved compared to traditional 

methods. 

 
FIGURE 1. – Disease statistics from 1990 to 2019 

 

Machine learning is a crucial component of artificial intelligence and involves the use of algorithms and statistical 

models for performing tasks such as prediction and decision-making based on data [20-22]. Artificial intelligence of 

this type seeks to play a significant role in the healthcare industry to improve patient outcomes, streamline operations, 

and help physicians and healthcare workers in making informed decisions [23][24]. Diagnostics is a critical application 

of machine learning in healthcare. The algorithms of machine learning strive to identify new patterns in medical images 

or data through training, assisting in the diagnosis of diseases like heart disease [25], viral pneumonia [26], and cancer 

[27]. By utilizing these algorithms, a prediction can be made, the progression of the disease can be determined, the 

most appropriate treatment can be selected for the patient, and physicians can be aided in making decisions and 

determining the patient's health status. Physicians and healthcare professionals are seeking to take advantage of the 

capabilities of machine learning to personalize treatments according to the unique genetic profile of each patient.  These 

algorithms possess strong abilities in processing vast amounts of genomic data to identify genetic markers for various 

diseases and create personalized treatments, as demonstrated during the COVID-19 pandemic when artificial 

intelligence was utilized by specialized companies in the development of vaccines. Arshadi et al. [28] highlighted 

recent advancements in the use of artificial intelligence techniques for the creation of drugs and vaccines for COVID-

19, emphasizing the employment and training of deep learning-based models. They also emphasized the acceleration of 

the discovery of effective treatments for the virus through the identification of its multiple molecular targets. Bagabir et 

al. [29] performed an investigation exploring the use of AI techniques for determining the viral genomic sequence and 

its application in developing vaccines for COVID-19 patients. Therefore, it is evident that machine learning plays a role 

in the discovery and production of medicines and vaccines, where machine learning algorithms can be trained to 

anticipate the effects of these treatments based on partial structure and other features. Besides, machine learning is 

being operated to process vast amounts of clinical trial data to discover treatments, improve patient outcomes, and plan 

precise clinical trials. Other usefulness of machine learning in healthcare includes optimizing hospital resource 

allocation, reducing wait times, and improving appointment scheduling efficiency. Furthermore, machine learning 

techniques are involved in analyzing medical and electronic records and finding patterns that can be utilized in patient 

treatment to achieve better results [30-32]. The main contribution of this research study is as follows: 

1- The medical data employed for training algorithms are obtained from the UC Irvine machine learning repository, 

which is a trustworthy source of information. 

2- During the pre-processing stage, a procedure is executed to eliminate duplicates from the obtained data. 
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3- Seven algorithms (K-NN, DT, LR, SVM, NB, MLP, and RF) are utilized for both training and testing on the 

medical data and data separation. 

4- The results are analyzed utilizing different evaluation metrics, and the execution of the seven algorithms is 

evaluated based on their ability to predict patient and non-patient data. 

 
FIGURE 2. - Nuubo System Overview [downloaded from Google]. 

 

The remainder of this article is framed as follows: In Section 2, the author examines relevant literature from other 

authors. In Section 3, they give a brief explanation of the data set used and highlight the significance of the algorithms 

employed. The results of the algorithms are presented and evaluated in Section 4. Finally, the article concludes by 

summarizing the conclusions and proposing future directions in Section 5. 

 

2. LITERATURE SURVEY 

This section of the article reviews a collection of literature that applies machine learning techniques to predict heart 

disease and discusses the findings achieved by these literature. Accuracy metric is one of the most critical aspects that 

is primarily focused on in current studies. This metric evaluates the performance and practices of classification 

algorithms and identifies the most adequate algorithm. Accuracy is the number of predictions that the algorithm got 

correctly, that is, the number of proper predictions. The starting point would be in a study conducted by Hagan et al. 

[33]; they involved various machine learning techniques such as support vector machines, multi-layer perception 

Neural Networks, random forest, extra trees, gradient boosting, and bagging to classify cardiovascular disease from 

datasets obtained from datasets collected from UCI Machine Learning repository and Kaggle platform. This study 

found that the most practical performance technique is the random forest, which gained an accuracy of 95% with UCI 

data and 74% with Kaggle data. In another analysis [34], Arunachalam and Rekha used a combination of machine 

learning techniques such as ensemble X-boost, k-Nearest Neighbor, random subspace, Adaboost, and linear support 

vector feature measure to predict heart disease from a dataset sourced from the UCI Machine Learning repository. This 

study, executed within the MATLAB environment, found that the linear support vector feature measure (SVFM) 

technique performed the most practically, earning an accuracy of 96% and 93% of Matthew's correlation coefficients. 

Saboor et al. [35] evaluated various machine learning techniques such as AB, LR, ET, MNB, CART, SVM, LDA, RF, 

and XGB to predict human heart disease using three datasets (UCI, StatLog, and Z-Alizadeh Sani). The effects of the 

tests revealed that the support vector machine (SVM) technique performed the most suitable, achieving an accuracy 

metric of over 96%. Sajeev et al. [36] executed a study in which they utilized deep learning techniques (two linear and 

two nonlinear) to predict heart disease using a dataset from the UCI repository, which comprises more than 560 

patients. The study achieved an accuracy of 94% and an AUC score of 96%. This research demonstrates that the 

performance of deep learning and nonlinear machine learning models is superior to linear machine learning models. 

Likewise, Akella and Akella [37] have applied six machine learning techniques (generalized linear, decision tree, 

random forest, support vector machine, neural network, and k-nearest neighbor) in detecting coronary artery disease 

using data from the UCI repository and predicting the presence of the disease. The authors concluded that the most 

acceptable technique in terms of performance was the neural network, which achieved an accuracy of more than 93% 

but with an AUC score of 79.6%.  In another study accomplished by Shehzadi et al. [38] about the diagnosis of chronic 

ischemic heart disease using three machine learning techniques (naïve bayes, logistic regression, and random forest). 

This study found that random forest is the most effective technique, achieving an accuracy metric of 99%. 

 

3. MARTIALS AND METHODS 

This section will be divided into two parts. The first part will cover the dataset used and its significance. The 

second part will briefly describe the methods used to classify this dataset. 

3.1 DATASET DESCRIPTION 

In this article, a dataset is collected from the UC Irvine machine learning repository, which is open-source and 

available to all [39]. The dataset includes 76 attributes, and the number of instances is 303. The published literature 

indicates the use of a subset of only 14 attributes. The target field indicates the presence of heart disease. The attribute 

No. 14 will be considered to detect the disease's presence. A value of zero is assigned in the absence of a disease, while 

a value of 1 is given in the presence of a disease. Table 1 illustrates the details of the dataset used in this test. Moreover, 
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the dataset includes 160 patients with no heart disease results and 140 patients with heart disease results. Figure 3 

illustrates the distribution of data for 300 patients. 

Table 1. – The fourteen attributes with their significances. 

S. 

No. 
Attributes Representative icon Significances (Range) Type 

1 Age Age Patient Age in Years (29-71) Numeric 

2 Sex Sex 
Male=1 

Female=0 
Binary 

3 Chest pain Cp 

Angina pain=0 
Typical angina pectoris=1 

non-angular pain=2 

Asymptomatic=3 

Categorical 

 

4 Rest blood pressure Trestbps 94-200 Numeric 

5 Serum cholesterol Chol 126-564 Numeric 

6 Fasting blood sugar Fbs True=1 & False=0 Binary 

7 

Results 

electrocardiographic 

in repose 

Restecg 

Normal=0 

Abnormality=1 

Hypertrophy=2 

 

Categorical 

 

8 
Maximum heart rate 

reached 
Thalach 71-202 Numeric 

9 
Induced angina 

exercise 
Exang Yes=1 & No=0 Binary 

10 Previous peak Oldpeak 0-6.2 Numeric 

11 
ST segment slope of 

maximum exercise 
Slope 

Upsloping=0 
Flat=1 

Downsloping=2 

Categorical 

 

12 
Frequency of 

fluoroscopy 
Ca 0-3 

Categorical 

 

13 
Infarction 

classification 

cardiac 

Thal 
Normal=0 

Fixed default=1 

Default=2 

Categorical 

 

14 
Presence or not of 

heart disease 

Num 

(Main Factor) 

Prediction Variable 

0 : No Heart Disease , 1 : 

Heart Disease Available 

Categorical 

 

Notice: All details in this table have been taken from the same repository. 

 
FIGURE 3. - Patients without disease and with disease. 

 

3.2 MACHINE LEARNING TECHNIQUES 

Machine learning is the most significant part of artificial intelligence that enables systems and applications to learn 

and enhance the experience without being explicitly programmed [40][41]. It relies on utilizing a set of algorithms and 

statistical measures to analyze and understand patterns in data of any size and achieve a set of processes, including 

predictions and diagnosis. These algorithms are influential in support experts in making the right decisions and give 

satisfactory effects. In this work, seven algorithms are employed for the early detection of heart disease, which are as 

follows: 

- K-nearest neighbor 

K-nearest neighbor (KNN) is a prevalent machine learning algorithm for classification and regression problems. This 

algorithm works by giving a class to an item based on the most similar items it has been trained with. The similarity is 

determined by the closeness of each item's training labels to the current item's label. For instance, the procedure was 

able to obtain the name and address of a new customer, along with a list of customer addresses labeled "happy" or 
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"unhappy". This algorithm can be utilized to find the closest customers from a customer list and assign a customer an 

'unhappy' rating based on their similarity to unsatisfied customers. Hence, this algorithm has a vital role through a 

mathematical method to identify people who are likely to become unhappy by training it on a set of data, identifying 

patterns (unhappy people) and storing the results in a unique repository for these patterns. This approach can also be 

utilized for fraud detection [42], disease prediction [43][44], inventory management [45], and other classification 

problems. Recently, the K-NN algorithm has gained popularity for predicting heart disease. A study performed by Tak 

et al. used this algorithm in combination with statistical methods to predict heart failure disease for 299 patients with 

only five attributes (gender, smoking, diabetes mellitus, hypertension, and anemia). Their study reached a prediction 

accuracy of over 89% while an AUC of 93%. [46]. 

- Random forest 

The random forest algorithm is one of the machine learning algorithms that seek to combine many weak learners based 

on decision trees to enhance generalization ability and is trained through bagging or bootstrap aggregating. This 

algorithm is utilized for classification (discrimination) and regression (prediction). Also, it makes many weak learners 

(in parallel) (decision trees) and computes the mean (or majority vote) of the output scores for each weak learner to 

make predictions. It is distinguished by its low computational cost because it can create several trees simultaneously 

and is characterized by efficiency and more accuracy than the decision tree algorithm. It has practical strategies for 

dealing with null values.  In a study conducted by Mijwil et al. [47], they improved the performance of the random 

forest algorithm for imputation null values from different datasets from the UC Irvine machine learning repository. This 

study concluded that the ability of this algorithm to deal with null values, whatever the dataset. Moreover, it can make a 

reasonable prediction without hyperparameter tuning. The ability to solve the problem of overfitting in decision trees 

and eliminate unnecessary data with the ability to select a subset of features when splitting a node randomly . 

 

- Linear regression  

Linear regression is a popular statistical method for estimating the relationship between two unknown variables. The 

algorithm begins by creating a linear regression equation in which the unknown variable  is predicted by the known 

variables  and . Then, the algorithm calculates a predicted value for  based on the value of  and . The line 

of best fit is represented by an equation of the form , where  is the dependent variable,  is the 

independent variable,  is the y-intercept, and is the slope of the line.  Also, it compares this predicted value with the 

observed value of y. If a difference between the predicted value and the observed value is large, then the algorithm 

concludes that there is a positive relationship between the two variables. If not, then there is a negatively related 

relationship. Regression models are commonly classified by the type of function used to represent the relationship 

between the response and the predictor variables. This algorithm can be operated for both simple and multiple 

regression analysis.  In this work, linear regression was preferred over the logistic regression algorithm, because this 

algorithm has the ability to find the find the best-fitted line for separating two or more variables, as well as predicting 

the continuous dependent variable, unlike logistic regression, which has the ability to predict the categorical and 

separating discreet values.  

 

- Naïve bayes 

Naïve bayes is a family of probabilistic algorithms based on the Bayes Theorem, which remarks that the probability of 

an event happening is equal to the likelihood of the event multiplied by the prior probability of the event happening. In 

machine learning, these algorithms are often utilized for classification tasks. It is a superficial learning algorithm that 

provides mostly competitive classification accuracy. It operates on probability models that are derived based on the 

nature of the probability model, which includes strong independence assumptions. This algorithm has computational 

efficiency with many benefits and can be utilized in many tasks. Moreover, this algorithm is trained in a supervised 

learning setting, and it assumes that the attributes are conditional and class-based, i.e., each pair of attributes is 

classified as independent of the other.  Therefore, this algorithm is considered one of the algorithms that has an 

important and vital role in analyzing the datasets by using Bayesian theory to calculate the posterior probability of 

event ( ) given the prior probability of event ( ) as shown in the mathematical formula (1) 

 

  

 

- Decision tree 

The decision tree algorithm is based on tree structure construction and is utilized for classification and regression 

assignments in analyzing a dataset and assisting in decision-making. It is a supervised algorithm with a predefined 

variable that is applied to the input and output variables, whether they are categorical or continuous. It has a flowchart-

like structure where each internal (non-leaf) node has an attribute or feature, each branch represents a decision, each 

leaf node is the test result, and each leaf node (terminal) describes the class label. For the top node, which is the root 

node (uppermost node), the decision is represented by a path from the root node to the leaf node. This algorithm makes 
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the tree by repeatedly selecting the most useful feature to divide the data into two or more classes at each node. This 

algorithm makes the tree by recursively selecting the most reasonable feature to split the data at each node. The feature 

that results in the most homogeneous subsets of the data is determined as the splitting feature. This procedure is 

repeated on each subset until the stopping benchmark is achieved. The main objective is to create a predictive model 

that can see all observations about the sample (the branches) and make judgments about the target value of the sample 

(the leaves). 

 

- Multilayer perceptron 

The multilayer perceptron algorithm is supervised learning as it consists of an input layer, one or more hidden layers, 

and an output layer. This algorithm is used to produce the final prediction or decision from the input data, and each is 

classified with its own probability value. A meaningful query is how this algorithm is executed. To demonstrate the 

answer, this algorithm includes a hidden layer in which the gathered data is processed and crucial and relevant features 

are extracted. After that, it determines the probability of appropriate effects for each data category, employing a neural 

network consisting of a certain number of input and output nodes to track the patterns in the data. Besides, this 

algorithm has an activation function to execute calculations, and then each node is linked to its most immediate 

neighbors within the same network while feeding training data. The more training is accomplished, the more robust the 

network becomes in assigning probabilities to the input data so that it can ultimately make predictions with high 

accuracy and efficiency. The following points illustrate the features of this algorithm: 

- MLPs can compare any nonlinear function employing mathematical strategies. 

- This algorithm includes multiple layers of neurons, enabling it to learn and describe the features of the data set 

- This algorithm uses backpropagation to train the neural network and improve implementation. 

- MLP uses gradient descent as an optimization algorithm to reduce errors in the output stage. 

- In this algorithm there are activation functions such as sigmoid, tanh and ReLU 

- Also, this algorithm has many parameters that must be trained to work perfectly. 

- This algorithm can approximate any process if the number of neurons and layers is large enough. 

 

- Support vector machines 

This algorithm is one of the most widely applied machine learning algorithms in many fields, as it contributes to the 

decision-making process by mathematical practices [48-50]. This algorithm classifies the data set and is subject to 

supervision. In addition, it combines a large number of features. It is optimized for non-linear data utilizing kernel trick, 

which locates the data in a higher dimensional space where linear bounds can be used in performance. Its high speed 

and adequate performance characterise this algorithm compared to neural networks with limited samples. Thus, this 

algorithm is the most suitable for text classification. Moreover, it is known for its high accuracy and ability to manage 

extensive data through specific work steps. This algorithm is widely employed in many applications, such as natural 

language processing, bioinformatics, and image recognition. Equation (2) denotes the classification model function 

through which the discriminant feature is employed to determine the classification model. 

 

 
Where: 

 training /test pattern 

 weight vector value 

 bias correction factor 

The total of the product line of vector elements can be specified by operating the input space and vector combination 

[ ]. Equation 3 illustrates the regression model for two functionalities in the standard: 

 

After the training stage, the SVM supplies estimates for , , and . 
 

4. PERFORMANCE COMPARISON 

This section will discuss the algorithms' performance and ability to classify the dataset. The focus will be on the 

performance of the algorithms to determine the most acceptable mathematical structure that has the ability to separate 

the dataset. The MATLAB 2019b platform is employed because it includes a set of machine learning and deep learning 

tools (these tools are statistics, classification, regression, clustering, and creating deep neural networks) with acceptable 

ability to train algorithms on data and analyze it. The primary goal of this platform is to help programmers design and 

improve machine learning models using modern methods and getting rid of traditional programming methods. In this 

work, we relied on computer specifications that include the following: 

- Windows 10 pro. 

- 8-GB RAM 

- Intel(R) Core i5-1135G7 (2.40GHz) 
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- NVIDIA GeForce (MX350) and 2-GB RAM. 

The performance of the involved algorithms (accuracy, sensitivity, specificity, precision, F1-score, AUC-ROC) 

mainly relies on the five necessary metrics, using a set of mathematical equations (4 to 8) mentioned below: 

 

 (4) 

 (5) 

 (6) 

 (7) 

 (8) 

 

The sample is divided into four natural categories mentioned in the above equations to compare the pros and cons of 

the algorithms in the performance, which are: True Positive ( ), False Positive ( ), True Negative ( ) and False 

Negative ( ). In this work, the ratio of the training set to the prediction set is 80:20, where the data from the training 

set are employed for training as well as the trained model and the prediction set are employed as inputs for the 

prediction component to determine the algorithms path in the classification process. In addition, the AUC-ROC curve is 

employed to find classification problems in various configurations based on the threshold value. AUC is the area under 

the ROC curve, and it means the measurement of a two-dimensional area under the ROC curve, while ROC is an 

analytical method, and it represents the probability curve. This indicator is the ability of the algorithm to distinguish 

between categories. Therefore, the more increased the AUC, the more useful the model distinguishes between patients 

with and without heart disease.  Figure 4 illustrates the steps for carrying out this work. In the ROC curve, the x-axis is 

the false positive rate ( ) and the y-axis is the true positive rate ( ). They can be calculated from the following 

equations: 

                                             (9) 

                                     (10) 

 

 
FIGURE 4. - Workflow stages. 

 

To explain the steps, starting from the information generated based on the symptoms in the dataset to make a 

diagnosis of heart patients, which would serve as inputs to the applied algorithms.  Then, a confusion matrix is 

introduced to check the level of accuracy in data classification for each algorithm, and its performance is measured 

employing an AUC-ROC curve. A Cross-validation value ( ) is utilized in modeling all algorithms with training 

datasets. Now, the results obtained by applying the algorithms to the testing data will be reviewed (see Figures 5-11). 

Table 3 fully illustrates all the effects obtained. Figure 12 illustrates a comparison of the performance of the algorithms 

through accuracy and AUC only.  Through all the below practices, it is clear that the most suitable performance is the 

multilayer perceptron algorithm. The algorithm performed well in terms of accuracy, specificity, precision, and F1-

score, and adequately in terms of sensitivity. Additionally, the algorithm yielded an excellent result with regards to the 

AUC metric, although it was not the highest among other algorithms (LR, NB, and KNN), which achieved a better data 

separation ratio.  Algorithm 1 illustrates the multilayer perceptron algorithm's steps in training the dataset. The 

prediction speed of each algorithm is demonstrated in Table 2 and KNN has the quickest training time. 
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Algorithm 1: The steps for training a multilayer perceptron (MLP) algorithm 

 

 

 

 

 

 

 
 

 
 

 
 

 
 

 

 

 
  

The weight update rule is used to adjust the weights of the network during training. The most common weight update rule 

used in this algorithm is backpropagation algorithm. The activation function is used to introduce non-linearity in the 

network. 

 
                                                               (a)                                                              (b) 

FIGURE 5. Linear regression performance (a) Confusion matrix (b) ROC curve. The correct prediction was 

obtained for 26 people without heart disease and 19 people with heart disease. Also, incorrect effects appeared 

for the four non-patients and five patients. 
 

 
       (a)                                                                    (b) 

FIGURE 6. Naive bayes performance (a) Confusion matrix (b) ROC curve. The correct prediction was obtained 

for 24 people without heart disease and 20 people with heart disease. Also, incorrect effects appeared for the six 

non-patients and four patients. 
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 (a)                                                           (b) 

FIGURE 7. K-nearest neighbor performance (a) Confusion matrix (b) ROC curve. The correct prediction was 

obtained for 28 people without heart disease and 17 people with heart disease. Also, incorrect effects appeared 

for the two non-patients and seven patients. 

 

 

 

 
                                                              (a)                                                             (b) 

FIGURE 8. Decision tree performance (a) Confusion matrix (b) ROC curve. The correct prediction was 

obtained for 22 people without heart disease and 21 people with heart disease. Also, incorrect effects appeared 

for the eight non-patients and three patients. 

 

 
(a)                                                           (b) 
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FIGURE 9. Support vector machines performance (a) Confusion matrix (b) ROC curve. The correct prediction was 

obtained for 25 people without heart disease and 19 people with heart disease. Also, incorrect effects appeared for the 

five non-patients and five patients. 
 

 
        (a)                                                               (b) 

FIGURE 10. Random forest performance (a) Confusion matrix (b) ROC curve. The correct prediction was obtained for 

28 people without heart disease and 20 people with heart disease. Also, incorrect effects appeared for the two non-

patients and four patients. 

 
(a)                                                                     (b) 

FIGURE 11. Multilayer perceptron performance (a) Confusion matrix (b) ROC curve. The correct prediction 

was obtained for 29 people without heart disease and 19 people with heart disease. Also, incorrect effects 

appeared for the one non-patients and five patients. 

 

Table 2. –Effects of all algorithms applied on the Cleveland Heart Disease Dataset. 
Performance metrics 

Techniques Accuracy Sensitivity Specificity Precision 
F1-

score 
AUC 

Training 

Time* 

Prediction speed 
( ) 

LR 83.3% 86.6% 79.1% 83.8% 85.2% 82.9% 72.94 7400 

NB 81.4% 80% 83.3% 85.7% 82.7% 81.6% 81.22 14000 
KNN 83.3% 93.3% 70.8% 80% 86.1% 82% 35.67 5500 

DT 79.6% 73.3% 87.5% 88% 80.1% 80.4% 77.12 12000 

SVM 81.5% 83.3% 79.1% 83.3% 83.3% 81.2% 50.67 26000 
RF 88.8% 93.3% 83.3% 87.5% 90.3% 88.3% 100.11 9400 

MLP 88.9% 96.6% 79.1% 85.2% 90.6% 87.9% 113.91 2000 

*The time in seconds ( ), = observation  

 
From the table above, it is clear that the MLP algorithm has outperformed due to its ability to model complex and non-

linear relationships. Also, this algorithm has the ability to learn relevant features and show strong generalization 

automatically. Moreover, it is reported that the DT algorithm is the least performing among the applied algorithms 

because it is considered computationally efficient on a small dataset, and it works robustly with outliers. 

 



Maad M. Mijwil et al., Iraqi Journal for Computer Science and Mathematics Vol. 5 No. 1 (2024) p. 276-263  

 

 

 273 

 
FIGURE 12. Comparison of the performance of algorithms using the metrics of accuracy and AUC. 

 

5. CONCLUSIONS 

This work achieved a set of conclusions regarding the performance of the seven algorithms, as it showed that the 

area under the curve (AUC) was perfect at random forest and multilayer perceptron, which provides us with the idea 

that these algorithms work sufficiently in separating data. The multilayer perceptron algorithm gave an exceptional 

performance through the accuracy metric, as it achieved an accuracy of more than 88%, which is the highest accuracy 

obtained in this study. Accordingly, the results of the experiments indicate that the multilayer perceptron algorithm 

achieved the most acceptable performance.  The random forest algorithm is also perfect in performance, achieving an 

accuracy of more than 88%. As for the worst performance, it can be stated that the practice of the decision tree 

algorithm is the lowest among all the algorithms, as it achieved an accuracy of over 79%, with an area under the ROC 

curve of 80%, which is also the lowest. As for the rest of the algorithms, they were close to each other in performance. 

Through the prediction speed, the most suitable algorithm is multilayer perceptron, which recorded a lower prediction 

speed of 2000, although its training time is the largest among all algorithms. 

 

ABBREVIATIONS AND ACRONYMS 

Acronym Description 

AI Artificial intelligence 

AUC Area under the ROC Curve 

CART Classification and Regression Tree 

DL Deep Learning 

DT Decision Tree 

ECG Electrocardiogram 

K-NN K-Nearest Neighbors 

LDA Linear Discriminant Analysis 

LR Linear Regression 

LR Logistic Regression 

ML Machine Learning  

MLP Multilayer Perceptron 

MNB Multinomial Naive Bayes 

NB Naïve Bayes 

RF Random Forest 

ROC Curve Receiver Operating Characteristic Curve 

SVFM Support Vector Feature Measure 

SVM Support Vector Machine 

UCI University of California Irvine 
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