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1. INTRODUCTION 

Wireless Sensor Network (WSN) [1, 2] is a type of large-scale ad-hoc network that has small devices, sensors, and 

modern computing components. This network is properly monitored and controlled with the use of sensors, many 

wireless nodes, and low power computing devices. Moreover, self-healing, availability, adaptability, resilience, and 

security are the five primary factors that must be taken into account when developing WSN [3]. Also, it can be used in 

a wide range of applications, including monitoring the ocean, industrial production tooling, tracking earthquakes, 

different military missions and etc. WSNs have a number of benefits, one of which is the ability to transform un-

organized raw data into organized information. In most cases [4-6], a base station serves as a gateway to some other 

network, as well as an access point for interpersonal interactions. It may also be leveraged as a bridge to retrieve data 

from the network and distribute control information. The sink has also been mentioned by the base station. The base 

station serves as the root of each tree in the routing forest that is created by all of the sink node. The WSN is a self-

organizing network with limited resources that is primarily recommended for challenging and adverse environments. 

The WSN deployment pattern is particularly susceptible to various faults. These errors may occur for a variety of 
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reasons, including faulty hardware, software, node isolation, or environmental factors [7-9]. The WSNs' deployment in 

unsupervised situations raises the risk of attackers capturing nodes. Typically, the intrusions have the ability to modify 

a node's operation or contents, which can initiate a variety of internal attacks and give them control over the entire 

network. Since sensor nodes in WSN are distributed at random, the topology is unknown before deployment. The 

sensor nodes must reconfigure themselves and restart contact with the neighboring nodes in the event of any failure. 

Because each sensor node has limited resources, WSN security is particularly difficult. When creating security 

frameworks or protocols for the WSN [10-12], the scalability aspect should be taken into account. 

The second line of network security protection is intrusion detection. An intrusion detection system (IDS) [13-15] 

can increase the system's vulnerabilities based on known threats in addition to thwarting network attacks from 

attackers. Monitoring network transactions and spotting malicious activity can be articulated as the role of an IDS. 

Anomaly and signatures are two different types of input parameters that can be used with IDS. When a transaction 

detracts from the norm, it might be classified as suspicious activity. Transaction behavior patterns are recorded as 

anomalies. When using a signature system, each activity is given a special ID-based pattern that may be used to 

separate a legitimate user from a fraudster. A key method for ensuring product security is intrusion detection 

technology. As a result, it is crucial to precisely recognize different network threats. There are now such well machine 

learning-based [16-18] intrusion detection methods have been developed for WSNs, which includes decision trees, 

random forests, naive Bayes, logistic regression, and deep learning models. Most of the existing works [19, 20] facing 

the problems associated to the factors of ineffective detection performance, high false positives, computational burden, 

and complexity in intrusion detection. Thus, the proposed work aims to develop an effective and competent IDS 

framework for assuring the security of WSNs. The original contributions of this paper are as follows: 

• To generate the preprocessed dataset, the min-max normalization and data discretization operations are 

performed. 

• To minimize the dimensionality of features by choosing the optimal attributes, an Intelligent Prairie Dog 

Optimization (IPDO) algorithm is employed, which identifies the best optimal solution with increased 

convergence rate. 

• To accurately predict the class of data with reduced false alarms and increased detection rate, a Deep Auto-

Neural Network (DANN) based classification algorithm is utilized. 

• To assess the performance and detection outcomes of the proposed IPDO-DANN model, an extensive analysis 

is carried out.  

The following sections make up the remaining parts of this paper: In Section 2, a thorough assessment of the 

literature on the current IDS frameworks is offered, along with an examination of the difficulties and issues posed by 

traditional security approaches. Section 3 presents the architecture model and description of the proposed IPDO-DANN 

based IDS framework. The effectiveness and comparative outcomes of the current and proposed IDS frameworks are 

validated in Section 4 using various metrics. In Section 5, the findings and future scope of the work are summarized. 

2. RELATED WORKS 

This section reviews some of the recent state-of-the-art security approaches used in WSNs. Also, it presents the 

comprehensive analysis on various optimization and classification methods used in the existing IDS frameworks.  

Safaldin, et al [21] deployed a binary grey wolf optimization based SVM model for predicting intrusions in WSNs. 

The purpose of this framework is to obtain an increased intrusion detection rate with reduced false alarm rate and 

execution time. In this framework, the dataset preparation and normalization processes are performed at the beginning 

to scale the data. Then, the grey wolf optimization algorithm is employed to obtain the optimal feature set for 

improving the overall intrusion detection performance. Here, the SVM classification model is used to predict the 

intrusion with reduced false positives. However, it has the major drawbacks of overfitting, high training and testing 

time. Mohapatra, et al [22] intended to detect the man-in-the-middle (MITM) attack with the use of IDS for WSN 

security. In an MITM attack, two legitimate users' conversations are secretly overheard by the attackers. When 

necessary, the hacker impersonates a legitimate user to manipulate information or data. During an MITM assault, the 

intruder typically focuses on real-time communications, operations, or transmission of data. Moreover, it implementing 

the attacking activities in the following ways: 

1. Message delay 

2. Data dropping 

3. Message tampering 

In the suggested framework, the LSTM based deep learning model is used to predict the MITM attack with high 

accuracy. Liu, et al [23] developed an intelligent intrusion detection model for WSNs with the use of arithmetic 

optimization and KNN algorithms. Here, a parallel method is deployed to improve communication between the 

populations and the Lévy flight strategy to modify the optimization in order to increase the model's accuracy. The key 

benefits of using this optimization algorithm are reduced local optimum and increased convergence rate. Maheswari, et 

al [24] introduced a unequal clustering protocol to detect intrusions in WSNs with improved Quality of Service (QoS). 

In this work, the Deer Hunting Optimization (DHO) algorithm is used to optimally select the CH based on the 
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parameters of residual energy and node distance. Moreover, the hybridized Adaptive Neuro Fuzzy Inference System 

(ANFIS) system is used to categorize the type of intrusion based on feature learning. The performance of this model is 

assessed in terms of network lifetime, average residual energy, and delay. However, the suggested mechanism required 

to reduce the performance of classification with minimal processing time, which could be the major limitation of this 

work. Pundir, et al [25] presented a comprehensive review to examine the challenges and problems associated to 

intrusion detection in WSNs. Here, some of the major security requirements, potential applications and impacts of 

deploying IDS have been discussed in detail. The major security requirements of WSNs are as follows: integrity, 

confidentiality, authentication, secrecy, and non-repudiation. Moreover, some of the most popular attacks that may 

degrade the performance of WSNs are also discussed in this work, which includes eavesdropping, packet analysis, 

replay, impersonation, and DoS. Farooq, et al [26] presented a comprehensive survey to investigate the different types 

of security breaches in WSNs. Here, some of the recent data mining techniques such as NB, LR, DT, SVM, RF and etc 

have been discussed for developing an IDS. An anomaly detection based IDS framework was proposed by Sushant et al 

[27]. Typically, the WSN environment is homogeneous in nature, where all sensor nodes behave similarly. In the 

suggested technique, the IDS agent is chosen based on internal node congestion and given a matrix. The authors in [28] 

implemented a smart security architecture employing random neural networks to develop an intrusion detection system.  

The suggested security solution is applied for an existing WSN system to evaluate its viability, and its functioning is 

nearly proven by successfully identifying any suspicious sensor nodes and unusual behavior in the base station with 

high accuracy and little overhead. In this work, the efficiency and overheads are assessed by integrating the suggested 

model into the base station application 

Through the use of the genetic K-means algorithm [29], the authors presented a conceptual framework for 

recognizing intrusions. The algorithm divides instances into a set quantity of clusters. Pattern analysis techniques are 

used by intrusion detection systems to identify useful patterns in system properties. With the help of the right 

combination of system features, anomalies are detected in this work.  The classification algorithms [30] that use the 

resulting patterns as inputs rely on statistical and machine learning pattern recognition methods. The selection of the 

appropriate IDS should be made by taking into account the requirements of the intended application, such as the desired 

precision, detection rate, adequate false alarms rate, etc. Since there are numerous proposed IDS frameworks available, 

each with some strengths and weaknesses. These recently proposed IDS frameworks for WSN have been evaluated and 

compared in this study. On the basis of energy efficiency, accuracy, strengths, and shortcomings, the examined IDS 

models have been examined [31, 32]. The IDS has also been discussed, along with its structures, detection methods, 

and design difficulties.[36,37] This study shows that while numerous effective designs for intrusion detection have 

been put out recently, there are still significant gaps in the current solutions that are caused by the WSN's resource 

constraints. Due to the self-organizing and random nature of sensor nodes, securing Wireless Sensor Networks (WSN) 

has become a more difficult task in recent years.[38][39][40]. 

3. PROPOSED METHODOLOGY 

The computational design and procedures used to create the proposed IDS framework are described in this section. 

The original contribution of this paper is to develop a novel and effective IDS framework for securing WSNs with less 

computational burden and increased attack detection rate. For this purpose, the novel optimization and deep learning 

based classification models are employed in this work. As shown in Fig 1, the data collection and preprocessing 

operations are carried out at first. Here, the min-max normalization technique is used to preprocess the dataset, which 

includes the stages of normalization and discretization. After that, an Intelligent Prairie Dog Optimization (IPDO) 

algorithm is used to choose the best features from the normalized dataset for improving the performance of 

classification. Typically, finding the top feature in a piece of data is the goal of feature selection. After that, a set of 

features are used by the classification approaches for categorizing the class of data. In the existing works, the utilization 

of unnecessary and irrelevant variables are reduced in a number of ways. Also, the feature selection operations 

enhances the performance of classification with reduced processing requirements, minimized dimensionality of 

features, and better data comprehension. Furthermore, the Deep Auto Neural Network (DANN) is employed to 

categorize the data into the class of normal or intrusion. The benefits of using this framework are increased 

convergence rate, high attack detection rate, low false alarms, and computationally efficient. Moreover, the proposed 

work include the following operations: 

• Min-Max Normalization based preprocessing 

• Intelligent Prairie Dog Optimization (IPDO) algorithm based feature selection 

• Deep Auto Neural Network (DANN) based classification 
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Fig 1. Workflow of the proposed IDS framework 

A. Dataset Preprocessing 

The goal of preprocessing data is to convert the raw data into a format that will be simpler and more useful for 

subsequent stages of processing. We standardize data using the min-max approach in the initial stage. Because all 

training data, for instance those in the range of 0 and 1, have the same scale, normalization might reduce training time. 

The normalized data is generated by using the following equation: 

 

          (1) 

 

Where,  indicates the normalized dataset,  is the raw dataset,  denotes the minimum value, and  

denotes the maximum value. Consequently, the data discretization is also performed, which is defined as the process of 

turning the value of a continuous data attribute into a sequence of finite intervals by reducing the information loss.  

 

B. Intelligent Prairie Dog Optimization (IPDO) based Feature Selection  

After preprocessing, a novel IPDO algorithm is used to choose the features for classifier training. The existing IDS 

frameworks use different types of meta-heuristic models for dimensionality reduction or optimal feature selection. But, 

the techniques have the major problems of low convergence rate, high processing time, searching complexity, and 

maximal number of iterations. Thus, the proposed work intends to use a new nature inspired optimization algorithm, 

named as, IPDO for optimal feature selection. In order to solve unrestrained mathematical optimization problems, a 

novel, nature-inspired technique called as, prairie dog optimization (PDO) is developed in recent days. To accomplish 

optimization, the suggested algorithm models the behavior of four prairie dogs. The foraging and tunnel behaviors of 

prairie dogs are used to study the optimal solution space. A plentiful food source serves as the foundation for the prairie 

dogs' tunnels. As the food source runs out, they look for a new one, dig additional tunnels surrounding it, and explore 

the entire colony or problem area to find food sources or solutions. The difference between the prairie dogs' reactions to 

two different alert or communication noises is used in this instance to achieve the desired outcome. When a predator is 

around or when food is available, prairie dogs will produce specific noises or emit specific signals. The extraordinary 

communication abilities of prairie dogs help them meet their dietary needs and protect themselves from predators. The 

stages involved in this optimization algorithm are as follows: 

• Parameter initialization 

• Fitness function evaluation 
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• Exploration 

• Exploitation  

Initially, PDO creates a set of decision variables that are generated and distributed randomly. The algorithm then 

repeatedly employs its preset methods to investigate every potential position for near-optimal solutions. Each time, the 

algorithm replaces the previously discovered solution with the best one yet discovered in accordance with the given 

rule. Moreover, the algorithm accomplishes exploration and exploitation using four prairie dog actions. The PDO starts 

the exploration phase when the iteration is lesser than the maximum iteration, and the exploitation phase is carried out 

when the iteration is greater than the maximum iteration. The exploration and exploitation operations are represented in 

Fig 2 (a) and (b) respectively. Finally, the algorithm comes to end, when the stopping criterion is met. The best ideal 

parameters are chosen using this optimization approach and provided to the classifier for training and testing. 

 

Algorithm 1 – Intelligent Prairie Dog Optimization (IPDO) Algorithm 

Step 1: Parameter initialization; 

1. Initialize the parameters such as ; 

2. Set the parameters as global best and current best solution  and  as  respectively; 

3. Set the candidate solutions of all coteries and prairie dogs as ; 

Step 2: While  do 

      For ) do 

         For  do 

Step 3: Discover the prairie dogs' best fitness ratings; 

Step 4:  Update the global best function ;  

Step 5: Update the value of randomized cumulative effect  by using: 

           (2) 

 Where,  - random number,  - ith prairie dog at jth dimension;   

Step 6: According to the quality of the food source and random value, the coterie's digging strength is 

estimated.  

Step 7:      (3) 

  

Where,  - effect of predator, and  - random number.  

 

Step 8:  if  //foraging activities 

     ;                  (4) 

Where,  - specialized food source; 

Step 9: Else if  then //Burrowing activities; 

  ;     (5) 

 Where,  - digging strength; 

Step 10: Else if  then //Food Alarm; 

  ;     (6) 

   

Step 11: Else //Anti-predation alarm 

  ;         (7) 

 End if; 

                        End for; 

                  End for; 

Step 12:     ; 

Step 13:     End while; 

Step 14:     Return best solution ; 

Step 15:     End;  
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(a) 

 

 
(b) 

Fig 2 (a). Exploration phase and (b). Exploitation phase 

Deep Auto Neural Network (DANN) based Classification 

In this stage, the optimal set of selected features are fed to the classifier for training and testing. For this purpose, a 

Deep Auto Neural Network (DANN) classification technique is employed, which predicts the normal and intrusion 

with reduced false alarm rate and error rate. The existing IDS frameworks use the machine learning and deep learning 

based classification approaches like SVM, NB, DT, ELM, and etc for categorizing the class of intrusion. Still, it has the 

problems with the factors of over fitting, high time consumption, and computational burden. Therefore, the proposed 

work motivates to implement a new deep learning algorithm for categorizing the class of intrusion. The output of the 

extracted feature is transmitted to the DANN framework for fine-tuning with the bias and weight values in the form of 

an encoding structure. The model does not receive the structure and data from the decoding layer. Then, it trains the 

data based on the optimized features, and the optimal model is constructed during the hyperparameter tuning phase by 

tracking the attack classification detection rate. The main goal of this work is to create an effective IDS by choosing 

features from raw data to reflect low-dimensional features more accurately. The feature selection procedure seeks to 

improve the detection and classification of binary (normal or anomalous) and multiclass assaults with increased 

efficiency and accuracy. The inclusion of hidden layers in the DANN model enables auto-encoder to learn more 

intricate mathematical data patterns. Typically, encoding is the step where layer inputs are mapped to hidden layers on 

an auto-encoder with a single hidden layer. The decoding process involves mapping the hidden layer to the output 

layer. Additional encoder and decoder pairs could be found in a DANN with several hidden layers. 

 

In this model, the vector encoding function is estimated at first by using the following model: 

 

                 (8) 

 

Where,  indicates the hidden layer, K is the encoding function,  denotes the weight matrix, and  is the bias 

value. Consequently, the cost function is estimated, which is defined as the distance function between the input and 
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reconstructed data. With mean squared error loss for the activation function, cost also known as a loss can be computed 

by using the following model: 

 

                 (9) 

 

Where,  is the cost function, and  is the input vector. A nonlinear sigmoid function is further used to perform 

the preparation process on the hidden layers.  After that, the binary cross-entropy is utilized as a loss function with a 

binary integer.  The loss value is also estimated for the overall training data by using the following equation: 

 

            (10) 

 

The cost of backpropagation is decreased by updating the weight and bias values of each node in each layer, and 

the value near to zero is the best cost for the smallest loss value. After that, the retraining procedure is carried out to 

learn the output based on the weight and bias values. Finally, the output label is produced as follows: 

 

              (11) 

 

Where,  indicates the output label,  represents the encoding structure, and  is the last layer. Finally, the 

output label is categorized into the class of normal and intrusion with reduced false positives and increased detection 

accuracy.  

4.RESULTS AND DISCUSSION 
This section presents the results and discussion of the existing and proposed security methodologies used for 

securing WSNs. Additionally, the dataset used for model training and model testing determines the appropriate 

performance parameters for every classifier. The different types of IDS datasets used to assess the performance of this 

work are listed in Table 1. Also, the parameters used to validate the outcomes of the security approaches are described 

in below:  

Table 1. Dataset details 

Dataset Description 

Dataset 1 NSL-KDD 

Dataset 2 UNSW-NB 15 

Dataset 3 IoT-23 

Dataset 4 BoT-IoT 

 

Attack Detection Rate (ADR): It is also termed as True Positive Rate (TPR) estimated based on the total number of 

packets that are precisely identified as attacks rather than the total number of packets that are actually transmitted. 

Then, its mathematical model is represented as follows: 

 

                (12) 

 

Where, the TP indicates the true positives, TN indicates the true negatives, and FN is the false negatives. 

Accuracy: The accuracy of the attack detection and categorization system is often validated using one of the most 

widely used performance measures. It is computed as shown in below: 

 

                (13) 

 

False Positive Rate (FPR): The FPR is calculated using the following formula based on the ratio between the 

number of data packets that were incorrectly identified and all of the data packets that were transmitted: 

 

                 (14) 

 

Precision, Recall, and F1-score: The effectiveness of the IDS is validated according to the parameters of precision, 

recall and f-measure, which determines the entire performance of the security framework. The parameters are computed 

by using the following equations: 

 

                 (15) 
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                 (16) 

               (17)  

 

Table 2 and Fig 3 validates the performance of the existing [33] and proposed IPDO-DANN based IDS 

frameworks using dataset 1, where the parameters such as accuracy, precision, recall and f1-score are considered. 

Consequently, the detection accuracy is also validated and compared as shown in Table 3 and Fig 4. The findings show 

that the proposed IPDO-DANN model overwhelms the other approaches with increased performance values. Since, the 

IPDO technique helps to enhance the training and validation operations, which increases the accuracy of intrusion 

detection.  

Table 2. Comparative analysis using dataset 1 

Methods Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score (%) 

RF 83 81 91 86 

SVM 84 87 86 87 

DT 81 82 87 84 

LGBM 78 80 84 82 

EC 80 78 91 84 

GBC 77 88 70 78 

ABC 78 83 76 80 

KNN 82 80 94 86 

MLP 83 81 91 86 

GNB 81 79 91 85 

LR 80 81 86 83 
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Fig 3. Comparative analysis using dataset 1 

Table 3. Detection accuracy using dataset 1 

Methods Accuracy (%) 

Deep Model 98.27 

Shallow Model 96.75 

kFN-KNN 99 

CFS-DT 90.3 

DBN 97.5 

RNN 83.28 

CNN-LSTM 99 

AE 87 

B-Stacking 98.5 

Proposed IPDO-DANN 99.5 
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Fig 4. Detection accuracy using dataset 1 

Table 4 and Fig 5 validates the overall detection performance and efficacy of the existing [34] and proposed IPDO-

DANN based IDS models using dataset 2. Furthermore, choosing the best combination of characteristics to train the 

classifier is crucial to the accuracy of the attack classification technique. This analysis makes it clear that, when 

compared to other procedures, the suggested IPDO-DANN technique has a higher accuracy value. 

 

 

Fig 5. Detection performance analysis using dataset 2 

Table 4. Comparative analysis using dataset 2 

Methods Accuracy (%) TPR (%) FPR (%) FNR (%) 

SVM 88.20 83.73 2.34 16.27 

ELM 87.90 83.84 3.76 16.16 

MK-ELM 92.10 89.42 2.37 10.58 

Proposed 98.9 99 1.53 8.41 

 

Moreover, the overall intrusion detection performance of the proposed IPDO-DANN is validated by using all the 

datasets such as NSL-KDD, UNSW-NB15, IoT-23 and BoT-IoT as shown in Table 5 and Fig 6. The observed results 

state that the IPDO-DANN technique provides a highly improved detection results for all the datasets. Due to the 

inclusion of IPDO, the DANN classifier could accurately spots the attacks with reduced false alarms. Thus, the 

performance of the proposed IDS framework is efficiently improved in this work. 
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Fig 6. Overall performance analysis using different datasets 

Table 5. Performance analysis of the proposed framework using different datasets 

Measures Dataset 1 Dataset 2 Dataset 3 Dataset 4 

Accuracy 98.9 99 98.8 99.9 

Sensitivity 99 99.2 99 99 

Specificity 98.9 99 99.1 998.96 

Precision 99.1 99.4 98.9 100 

Recall 99 99.1 99.15 100 

F-measure 99.1 99.1 99 99.99 

g-Mean 98.8 99 98.96 99.9 

 

Table 6 validates the performance of existing IDS-SIoEL [35] and proposed IPDO-DANN mechanisms by using 

dataset 3 and dataset 4. By accurately identifying the attacking packets based on the set of optimal features, the IPDO-

DANN technique performs better than the other strategy. Consequently, the results of other machine learning, deep 

learning and proposed IDS models are validated and compared using IoT-23 and BoT-IoT datasets as shown in Fig 7 

and 8 respectively. Here, the techniques of data normalization and missing data replacement aid in enhancing the 

classifier's accuracy in identifying all sorts of assaults present in the IDS dataset. Similar to this, the best attributes are 

chosen to accurately anticipate the categorized label. Studies on numerous datasets and performance comparisons have 

shown that our model is the most effective and reliable, with the lowest computational complexity. 
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Fig 7. Comparative analysis using dataset 3 
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Table 6. Comparative analysis using dataset 3 and dataset 4 

Measures 

IoT-23 BoT-IoT 

IDS-

SIoEL 
Proposed 

IDS-

SIoEL 
Proposed 

Accuracy 99.98 99.95 99.99 99.99 

Precision 99.98 99.91 99.99 100 

Recall 99.91 99.9 100 100 

F1-score 99.99 100 99.99 99.99 

AUC 100 100 100 100 

 

5. CONCLUSION 
In order to spot threatening network intrusions, this article suggested an intelligent IDS framework by using an 

advanced IPDO-DANN models. The contribution of this paper is to implement one of the most efficient and reliable 

feature selection algorithms, named as, IPDO for choosing the most crucial features to increase classification precision 

and intrusion detection rate. The existing IDS frameworks use the machine learning and deep learning based 

classification approaches like SVM, NB, DT, ELM, and etc for categorizing the class of intrusion. Still, it has the 

problems with the factors of over fitting, high time consumption, and computational burden. Therefore, the proposed 

work motivates to implement a new deep learning algorithm for categorizing the class of intrusion. In the proposed 

framework, the dataset is first preprocessed using the min-max normalization method, which involves normalizing and 

discretization steps. The best features from the normalized dataset are then selected using the IPDO algorithm to 

enhance classification performance. The objective of feature selection is often to identify the most important feature in 

a set of data. The classification approaches then classify the class of data using a set of features. The use of pointless 

and unimportant variables is minimized in the existing works in a variety of methods. Additionally, the feature 

selection operations improve classification performance by reducing processing demands, reducing feature 

dimensionality, and improving data comprehension. Finally, the DANN is used to classify the data into the class of 

normal or intrusion. Various measures are used during experimentation to compare and validate the effectiveness of 

different strategies. The results indicate that the proposed outperforms the other strategies, according to the compared 

results by successfully identifying the attacker packets from the IDS datasets.   

In future, the proposed work can be enhanced by implementing a hybrid met-heuristic model for strengthening the 

security of IoT integrated WSN framework.  
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