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1. INTRODUCTION 

Emotions play a crucial role in human interactions. They heavily influence our thoughts, behaviors, and overall 

experiences heavily. Nevertheless, there is no consensus on a definition of emotion in the literature yet “The struggle to 

define emotion in scientific terms is as old as the field of psychology” [1]. Many psychologists define emotion as a 

biological state that arise as a result of various internal and external stimuli, while others researchers define it as a brief 

conscious experience characterized by intense mental activity. 

Emotion recognition, the ability to accurately perceive and interpret human emotions, has gained significant 

attention in recent years due to its potential applications in diverse fields, ranging from mental health and human-

computer interaction to personalized experiences and artificial intelligence. Researchers have made substantial progress 

in developing and deploying various sensors and computational methods to enhance the accuracy and effectiveness of 

emotion recognition. 

In the realm of sensor-based approaches, multiple modalities have been explored to capture different aspects of 

emotional expressions. Facial expression analysis, a widely studied modality, has been instrumental in recognizing 

emotions. Traditional approaches like the Facial Action Coding System (FACS) have provided valuable insights into 

facial muscle movements and their association with specific emotions [2]. Recent advancements in this area include the 

utilization of 3D facial models and deep learning techniques to extract fine-grained facial features for more accurate 

emotion recognition [3] [4]. 

In addition to facial expressions, researchers have incorporated other physiological signals to complement the 

understanding of emotions. Electrodermal activity (EDA), which measures the skin's electrical conductivity, and heart 

rate variability (HRV), reflecting changes in heart rhythm, have been shown to correlate with emotional states [5][6]. 

ABSTRACT: Emotion recognition has garnered significant attention as a burgeoning research domain, owing to 

its potential applications across diverse fields such as human-computer interaction, affective gaming, marketing, 

and human-robot interaction. Accurately interpreting and appropriately responding to human emotions remains a 

critical challenge in the development of systems. This obstacle necessitates a thorough understanding of emotions 

to enhance user experiences within such systems. This paper conducts a comprehensive review focusing on 

advancements in emotion recognition techniques, with an emphasis on leveraging a variety of sensors and 

computational methods. Our study findings highlight the significant improvement to emotion recognition accuracy 

when multiple measures and computational methods, rather than a single modality, is used. This article contributes 

to the field by thoroughly reviewing and comparing diverse measures and computational methods for emotion 

recognition. The study highlights the pivotal role of employing multiple modalities and advanced machine learning 

algorithms to achieve superior accuracy and reliability in emotion recognition. Furthermore, this research identifies 

potential avenues for further investigation and development, such as integrating multimodal data and exploring 

novel features and fusion techniques. The insights offered in this study provide valuable guidance for researchers 

and practitioners in the field, facilitating the advancement of technologies that adeptly understand and respond to 

human emotions. 

Keywords: Emotions, Sensors, Emotions recognitions techniques, machine learning, deep learning, Computational 

methods 

http://journal.esj.edu.iq/index.php/IJCM
https://orcid.org/0000-0002-3908-3160
https://orcid.org/0000-0002-7568-5177


Abir Hamrouni., Iraqi Journal for Computer Science and Mathematics Vol. 5 No. 3 (2024) p. 329-314  

 

 315 

The integration of multiple modalities, such as facial expressions, speech analysis, and physiological signals, has 

demonstrated improved emotion recognition performance [7].  Moreover, the growing availability of textual data from 

social media platforms has led to the exploration of natural language processing techniques for sentiment analysis and 

emotion detection [8] [9]. 

While sensor-based approaches have provided valuable insights, computational methods, particularly machine 

learning and deep learning algorithms, have revolutionized emotion recognition. Traditional machine learning models, 

such as Support Vector Machines (SVM) and Random Forests, have been widely used for emotion classification [10]. 

However, the emergence of deep learning techniques has yielded substantial advancements in this domain. 

Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) have shown exceptional performance 

in capturing spatial and temporal dependencies in emotional data, leading to improved emotion recognition accuracy 

[11] [12]. Moreover, the integration of attention mechanisms and transfer learning strategies has further enhanced the 

robustness and generalizability of deep learning models in emotion recognition tasks [13] [14]. 

While considerable progress has been made in both sensor-based and computational approaches, it is important to 

acknowledge that challenges persist in achieving a perfect and comprehensive understanding of human emotions. The 

subjectivity and cultural variations in emotional expressions pose significant hurdles in developing universally 

applicable emotion recognition systems [15]. Additionally, ensuring privacy and ethical considerations in the collection 

and analysis of emotional data remains a critical concern [16]. 

Therefore, this article aims to provide a comprehensive review of the recent advancements in sensors and 

computational methods used in emotion recognition. By surveying recent research works, we aim to present an up-to-

date overview of the state of the art in this rapidly evolving field. We discuss the strengths, limitations, and future 

directions of emotion recognition, with a focus on recent innovations and emerging trends. The insights gained from 

this review will contribute to further advancements in emotion recognition technology and foster its responsible and 

meaningful integration into various domains. 

 

2. Emotions Recognition Methods and Sensors 

Emotion assessment methods presented in the literature of psychology and computer science can be divided into 

two main groups according to the underlying measures used for emotion detection: subjective measures are mainly 

based on self-reporting techniques by using the self-assessment approaches [17] [18]; objective measures based on 

human body signal processing and analysis techniques. The subjective measures themselves are commonly classified 

into self-assessment techniques and behavioral modalities. The most popular techniques of physiological measures are: 

electrocardiogram (ECG) to measure the heart rate [19], galvanic skin response (GSR) for skin resistance 

measurements [20], electroencephalogram (EEG) for cerebral activity measurements [21], blood volume pulse (BVP) 

for blood pressure measurements [22] and electrooculography (EOG) for eye tracker [23][24]. The behavioral 

modalities are the using of physical signals such as facial expression [25], speech [26], posture [27], etc. 

 

2.1 Subjective Measures 

Subjective measures are methods based on conscious responses, which are relatively simple and has the advantage 

of easy collection. The first modality which is the self-assessment techniques, are not reliable and it is quite possibly 

that a person does not correctly recognize his feelings or gives inaccurate answers to unpleasant questions. Behavioral 

modalities like facial expressions, speech, text expressions and posture are easy to be controlled by people. For 

example, a person can appear neutral when feeling frustrated or angry. Therefore, the reliability cannot be guaranteed. 

2.1.1 Self-Assessment techniques 

Self-assessment techniques generally utilize rating scale or pictograms to facilitate emotion identification by users. 

These instruments can be verbal or non-verbal. Verbal instruments are often used by psychologist while non-verbal 

ones are used when user must feel free to assess and to identify his emotions. The instruments are provided in the form 

of questionnaire, which may have various form either with a radio button that allows this emotion to be represented in 

binary or using rating scale such as Likert Scale [28]. Self-Assessment Manikin (SAM) [29] and Emocards [30] which 

are pictorials instruments are often used for measuring pleasure, arousal and dominance.  Other self-report instruments 

focus on distinct emotional states like Product Emotion Measurement (PrEmo) [31] and Positive and Negative Affect 

Schedule (PANAS) [32]. 

2.1.2 Behavioral Signals 

Recognizing the emotional state of human from his facial expression, vocal tone or posture is the most 

common way that these signals are one of the most natural and powerful channels in interpersonal communication. 

Research indicate that verbal signals (speech) convey one third of interpersonal communication, while nonverbal 

signals (facial expressions, body posture and gestures) convey two-thirds. Therefore, it is natural that interest in 
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emotion recognition methods based on the analysis of facial expressions, postures, and gestures has increased 

significantly.   

2.1.2.1 Facial Expressions 

Facial expression recognition (FER) is one of the most common and natural emotion recognition methods based 

on visual sensors. There is a list of sensors used in various FER systems such as cameras, eye trackers, 

electrocardiograms (ECG), electromyograms (EMG), electroencephalographs (EEG), etc. Nevertheless, the camera is 

the most common sensor due to its ease of use and its low cost. The FER process comprises three steps: first face 

detection then facial expression detection and finally emotion classification (Figure 1). 

 

 

Figure 1. Facial expression recognition process 

Most Facial Expression Recognition (FER) systems aim to identify the six fundamental emotional expressions 

introduced by Ekman, which include fear, disgust, anger, surprise, happiness, and sadness [33]. Some FER systems go 

beyond these basic emotions and strive to detect more intricate emotional states. Human FER systems can be classified 

into two main categories: spontaneous recognition systems, which analyze natural and uncontrolled expressions, and 

pose-based recognition systems, which focus on capturing expressions based on specific facial poses. [34]. 

Spontaneous expression recognition systems recognize expressions that appear explicitly on people's faces on a daily 

basis, such as when preserving or watching movies. Conversely pose-based expression recognition systems detect 

artificial expression which people produced when they are asked to do. Other classification of the FER systems groups 

facial expressions into micro-expressions and macro-expressions. Facial micro-expressions are brief, involuntary facial 

expressions that occur spontaneously in response to an emotional stimulus [35]. They are very subtle and typically last 

for only a fraction of a second (less than 0.5 seconds). However, Macro-expression are more prolonged and visible 

expressions that last longer than half a second. These expressions are consciously and voluntarily controlled, allowing 

individuals to convey their emotional states more explicitly [35]. 

2.1.2.2 Vocal Expressions 

Speech as an acoustic signal is fundamental and rich source of information about speakers. Emotional information 

in vocal expressions is conveyed through several factors, including tone of voice, pitch, volume, tempo, and rhythm. 

However, understanding the emotional cues in speech is a complex process. In contrast to facial expression which have 

been standardized through the Facial Action Coding System (FACS) developed by Ekman [35], vocal expressions of 

emotion are culture-specific. Different expressivity styles of different people from different cultures lead to acoustic 

variability that directly affect speech emotion recognition process. Speech emotion recognition systems are generally 

based on two models: Linguistic-based models and Acoustic-based models.  The Linguistic-based models analyze the 

linguistic content and language characteristics of speech to infer emotions. They consider features like word choice, 

sentence structure, intonation patterns, and semantic context [36]. The acoustic-based models focus on extracting 

spectral features from the speech signal to recognize emotions [37].  Many works have combined language and 

acoustic models to improve the performance of speech emotion recognition [38] [39].  

2.1.2.3 Body Posture and Gesture 

While emotions can be expressed through different modalities, Body posture and gestures have indeed been 

extensively studied in the field of nonverbal communication for recognizing human emotions. These nonverbal cues 

provide valuable information about a person's emotional state and intentions. In addition to advancing our fundamental 

understanding of human behavior, research on body posture and language has played an important role in the study of 

animated conversational agents (ACA) [40]. Many studies explored the relation between emotions and body posture 

and gestures (Table 1) [41] [42]. In [43], authors defined a Body Action and Posture (BAP) coding system to study 12 

emotional activities performed by professional actors using wearable accelerometers.   
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Table 1. - Emotional Expressive elements of posture and gesture [41] 

Emotion Body Posture and Gesture 

Joy Body extended, shoulders up, Head backward, arms raised up or 

away from the body 

Fear   Body muscles tense up, arms are raised forwards, shoulders 

forwards 

Boredom head backwards and bent sideway, collapsed body posture, 

Raising the chin 

Disgust Shoulders forwards, head downwards, upper body collapsed, 

hands close to the body 

Surprise Head backward, chest backward, abdominal twist, Right/left 

hand going to the head (covering the cheeks/mouth) 

Anger Head backward, arms raised forwards and upwards, shoulders 

squared 

2.2 Objective measures 

In addition to behavioral signals, there are indeed various physiological signals that can convey emotions. These 

physiological signals are bodily responses that occur as a result of emotional experiences and can provide valuable 

insights into a person's emotional state. These signals are generated through the natural functioning of the human body's 

physiological systems. Physiological signals are measured using specialized instruments and techniques. Electrodes, 

sensors, or other monitoring devices are applied to the appropriate areas of the body to capture the signals accurately. 

The signals are then amplified, filtered, and recorded for further analysis. The most commonly used biosensors which 

can be used for collection physiological signals are: EEG (electroencephalogram), ECG (electrocardiogram), GSR 

(galvanic skin response), PVB (blood volume pulse) and EOG (electrooculography). 

EEG measures the electrical activity generated by the firing of neurons in the brain. Electrodes placed on the scalp 

pick up the tiny electrical signals produced by the brain's neural activity. As many studies have proved that prefrontal 

cortex, temporal lobe, and anterior cingulate gyrus are involved in the regulation and control of emotions in the human 

brain, so EEG measures hold information that can be extracted to gain insights into the emotional state of a human 

being. In Intelligence Artificial literature, there are several works devoted to develop EEG-based emotion recognition 

systems which has broad application prospects. For the evaluation of human emotions, brain electrical signals have 

been classified into five different frequency bands, known as the brain waves [44]: delta (0-4 Hz), theta (4-8 Hz), alpha 

(812 Hz), beta (12-30 Hz) and gamma (>30 Hz). These frequency bands are commonly observed in EEG recordings 

and represent different states of brain activity.  

ECG device measure the electrical activities of the heart in different phases and perspectives based on the situation 

and configuration. The ECG signals are recording using electrodes over the skin in a period of time. Though the 

primary purpose of ECG in medicine is to detect pathological heart conditions, ECG signals can be used to evaluate 

heart activities changes caused by emotional experiences [45][46]. ECG-based emotion recognition systems are widely 

used and research has shown their efficiency [47]. 

Galvanic skin response GSR is one of several electrodermal signals that can measure electrical changes of human skin 

which are not under his conscious control [48].  These signals are the result of changes in the electrical conductivity of 

the skin in response to various stimuli or emotional arousal. It is a physiological measure that reflects the activity of the 

sweat glands in the skin. Indeed, when sweat glands becomes active, they secrete more moisture towards the surface of 

the skin. For instance, when an individual experiences anxiety or concern, their sweat glands tend to produce a higher 

amount of sweat, leading to more significant fluctuations in electrical current. 

Clinically, Electrooculography (EOG) refers to the measurement and recording of electrical signals generated 

by the movement of the eyes. It involves placing electrodes near the eyes to detect and analyze the changes in electrical 

potentials that occur as the eyes move. EOG is commonly used in medical and research settings to assess eye 

movements, monitor sleep patterns, diagnose certain eye conditions, and study various aspects of visual perception and 

cognitive processes. The idea of applying EOG to emotion detection is based on the same hypothesis as EMG which 

evaluate and record the electrical potential generated by muscle cells [49]. EOG is based on eye blink detection in most 

cases and is useful for detecting emotions such as sadness, stress and surprise. Many studies used EOG for assessing 

fatigue (driving or studying) [50][51] and concentration. 

Related physiological signals also include RSP, Skin Temperature Measurements (SKT), etc. 
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3. Computational emotion recognition methods 

In this section, we focus on the computational methods used in emotion recognition process, which can be 

classified into two categories as shown in figure 2. 

 

Figure 2. - Emotion recognition process 

Signal pre-processing stage has traditionally been a preliminary necessary step for the emotion recognition process. 

Indeed, the majority of collected data from different sensors are highly susceptible to be noisy, inconsistent, and 

missing due to their heterogeneous origin, the complex and subjective nature of some signals, and sensitivity to noise 

from crosstalk and electromagnetic interference, etc. Signal pre-processing itself is divided into four steps: Data 

cleaning which refers to techniques to remove outliers and duplicate data, filling in missing values, and correcting 

inconsistent data [52]. Data integration step involves approaches that lead to merge the data collected from multiple 

sources into a single, larger, and consistent view of the data. Once data cleaning and integration have been done, data 

reduction step begins with the use of special techniques like principal component analysis to have a condensed 

representation of the data. Data transformation is the final step of data pre-processing that transform the data in 

appropriate forms suitable for data processing. This could include structuring unstructured data, combining key 

variables, and identifying key ranges.  

A classical emotion recognition analysis with traditional machine learning methods usually employs three stages: 

Features extraction, Features optimization, and classification. The first stage i.e., feature extraction plays a crucial role 

in the emotion recognition process. This aims to summarize information contained in the original data and transformed 

into more manageable set of features. Therefore, feature extraction can reduce computational complexity, overcome the 

curse of dimensionality, and improve the generalization ability of models [53]. Due to their complexity and non-

stationarity, the physiological signals often require feature extraction before being input into traditional classification 

models for emotion recognition. For example, speech signal features involve prosodic features, energy features, 

frequency spectral features and frequency spectral coefficients [54]. Among these features those that carry information 

and others that carry emotions. Hence, features extraction methods should be used to extract emotion features. In 

general, feature optimization step consists for minimizing the number of features to reduce computational complexity 

and improve the efficiency of machine learning models. There are several algorithms for feature selections which 

reduce the dimensionality of the features by rejecting redundant and irrelevant ones such as ReliefF ((Relief), 

Sequential Forward Selection (SFS), Sequential Backward Selection (BS) and Tree-Based Feature Selection (TS. The 

primary objective of emotion recognition systems revolves around the classification of input data to determine the 

expressed emotions. Classification involves training a machine learning model or employing other classification 

algorithms to learn patterns and relationships between the input features and corresponding emotional states. The 

trained model is then used to predict or classify the emotional state of new, unseen data. Classical machine learning 

offers a range of classification methods that are well-suited for the task of emotion classification. These methods 

include decision trees, logistic regression, support vector machines (SVM), k-nearest neighbors (KNN), naive Bayes 

classifiers, random forests, Gaussian Mixture Modelling  (GMM), and Hidden Markov Model (HMM), among others. 

Traditional methods perform well for lab-pose datasets, but are less effective for truly complex and spontaneous 

scenes.  

In deep learning methods, the model learns by itself discovering the relations between the features. Therefore, 

feature extraction, feature optimization and classification are combined into an overall step. Several deep learning 

methods such as CNN have adapted to be used in emotion recognition systems. In fact, CNN have been widely used to 

process physiological signals such as EEG, EMG and ECG. CNNs have proven to be effective in extracting meaningful 

features from these signals and have shown promising results in various applications [55][56]. In addition to 

convolutional neural networks (CNNs), other deep learning methods such as Long Short-Term Memory (LSTM) and 
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Deep Belief Networks (DBNs) have been utilized in emotion recognition tasks. LSTM is a type of recurrent neural 

network (RNN) that is well-suited for modeling sequential data, such as time series or speech signals, recognizing and 

classifying emotional states over time. [57]. Deep Belief Networks (DBNs) are a type of generative neural network that 

consists of multiple layers of hidden units. DBNs have been successfully applied in various tasks, including feature 

learning and representation. In the context of emotion recognition, DBNs can be used to automatically learn relevant 

features from the input data, allowing for more effective representation and classification of emotions. Moreover, 

Probabilistic neural network (PNN), in the context of EEG signal classification, have been explored for different tasks 

such as emotion recognition, mental state analysis [58]. 

4. Literature review 

The following tables present recent works representative for each emotion recognition measurement method, 

which lists the relevant information of: number of participants were included, emotions measured and classification 

method, as well as the recognition rate. The main keywords used for the literature search are as follows: Emotion 

Recognition, Computational models of Emotion Recognition, Emotion Classification, Physiological Sensor of Emotion 

Recognition. Works with inaccurate information about equipment, features or calculation accuracy were 

excluded. Studies related to emotion recognition of participants with mental or organic disorders were also excluded 

from this review. We start our review with scientific researches focused on emotion recognition used single 

physiological signal (Table 2). 

Table 2. - Review of previous researches focused on emotion recognition used single physiological signal 

Ref Signal  Year Emotion Classification 

Method 

Recognition Accuracy 

[59] EEG 2020 -Negative, positive, and neutral. 

-Amusement, excitement, 

happiness, calmness, anger, 

disgust, fear, sadness, and surprise  

 

CNN 

Dynamical graph 

90.40% 

[60] EEG 2021 Valence, Arousal  Deep forest Valence 97.69% 

Arousal 97.53 % 

[61] EEG 2021 happy, pleased, relaxed, excited, 

neutral, calm, distressed, 

miserable, and depressed. 

QDC  

RNN 

89.00% 

[62] EEG 2021 -Disgust, sadness, surprise and 

anger -Positive, negative, and 

neutral 

LSTM 4 class:     94.12% 

3 class:     92.66% 

[63] ECG 2022 happy, exciting, calm, and tense SVM 90.51667% 

[64] ECG 2020 Happy, Sad, Pleasant and Angry SVW, CART and 

KNN 

Happy: 91% 

 Sad: 90% 

 Pleasant: 88% 

 Angry: 97% 

The overall recognition rate is 

92% 

[65] ECG 2023 surprise, sadness, anxiety, 

passion, joy, shame, hope, tired, 

fear, disgust, anger, gratitude, 

intimacy, trust, pain, confidence 

and relaxation 

logistic regression 

(LR) 

 

84.3% 

[66] GSR 2023 happiness, grief, fear, anger, and 

calm  

SVM 66.67% 

[67] HRV 2019 High/low valence and arousal CNN Valence: 75.3% 

Arousal: 76.2% 

[68] EOG 2020 High arousal and low valence, 

low arousal and moderate valence, 

and high arousal and high valence 

SVM  80% 

 

 

https://en.wikipedia.org/wiki/Probabilistic_neural_network
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Different from the above, many works attempted to combine and fuse signal features before feeding them into 

an emotion classifier (Table 3). 

Table 3. - Review of previous researches focused on emotion recognition used a combination of physiological 

signals 

Ref Signal  Year Emotion Classification Method Recognition Accuracy 

[69] RB, PPG, and 

fingertip 

temperature 

(FTT) 

2020 Valence, Arousal 
RF, SVM, LR Arousal: 69.86 % - 73.08 % 

Valence: 69.53% - 72.18% 

 

[70] 

 

EOG, EMG 

 

2021 

happy, relaxing, 

angry and sad 
SVM, Naïve Bayes, 

ANN 

98% 

 

[71] 

 

EEG, ECG 

 

2020 

 

Positive, Negative 
LSTM EEG Signal: 76.67% 

ECG Signal: 75.00% 

EEG and ECG signals: 95.00% 

 

[72] 

 

EEG, GSR, PPG  

 

2020 

 

happy, relaxed, 

angry, and sad 

KNN 
 

79.76% for four emotions  

 

[73] 

EEG, EOG, 

EMG, GSR, 

RSP, BVP, and 

TMP  

 

2020 

 

valence, arousal 
 

CNN 

Valence: 93.06% 

Arousal: 91.95% 

(Combined signals) 

 

[74] 

 

GSR, ECG 

 

2023 

 

valence, arousal  
 

CNN 

InceptionResnetV2 CNN 

classifier:  

                   Valence: 91.27%  

                   Arousal91.45%  

MobileNet CNN classifier: 

                    Valence:99.19% 

                     Arousal: 98.39% 

 

[75] ECG, GSR, HR, 

GSR, SKT 

2019 Anger, Happy, Sad, 

Joy 
ANN 75.38 % 

Emotion recognition techniques that analyze facial expressions, body postures, and gestures operate on the 

same assumption as physiological signals, which is that body postures and gestures are also implicated in emotional 

responses. Generally, the databases of facial expressions, postures, and gestures can come in various forms such as 

static images, videos, 3D models, or real-world recordings, depending on the purpose and techniques used to create 

them. Researchers in the field of facial expression recognition have access to a wide range of databases that can be 

utilized for their research. Most of these databases are annotated with the six basic emotions (anger, disgust, fear, 

happiness, sadness, and surprise) in addition to a neutral expression. Table 4 provide an overview of the most widely 

used FER databases. 

Table 4. - An overview of facial expression recognition databases 

Ref Database Samples Types Emotions 

[76] Affect Net 450,000 images Posed and 

Spontaneous 

(Anger, disgust, fear, happiness, sadness, 

surprise, and neutral 

[77] Emotio Net 1,000,000 images Posed and 

Spontaneous 

26 emotions: 6 basic emotion anger, disgust, 

fear, happiness, sadness, surprise) and 20 

compound emotions (e.g., happy-surprise, 

sad-disgust, etc.). 

[78] MMI 2900 videos and 740 

images  

Posed anger, disgust, fear, happiness, sadness, 

surprise, and neutral 

[79] FER-2013 35,887 images Posed and 

Spontaneous 

anger, disgust, fear, happiness, sadness, 

surprise, and neutral 
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[80] CK+ 593 images Posed  anger, disgust, fear, happiness, sadness, 

surprise, neutral and contempt. 

[81] JAFEE 213 images Posed anger, disgust, fear, happiness, sadness, 

surprise, and neutral 

[82] RaFD 8040 images Posed anger, disgust, fear, happiness, sadness, 

surprise, neutral and contempt. 

[83] KDEF 4900 images  Posed  anger, disgust, fear, happiness, sadness, 

surprise, and neutral 

Although facial expression databases are the most commonly used, body posture and gesture databases also 

are widely used to recognize human emotions. There are several databases available that contain data on body posture 

and gestures associated with specific emotions. These databases typically involve capturing data from human subjects 

using motion capture technology, which records the movements and positions of the body. Examples of such databases 

include: 

• Chalearn Gesture Dataset: A large-scale dataset of RGB-D videos of people performing 249 gestures 

in front of a Kinect camera. 

• NTU RGB+D Dataset: A large-scale dataset of RGB-D videos of 60 action classes, including various 

human actions and interactions. 

• UT-Kinect Gesture Dataset: A dataset of 10 different hand gestures performed by 10 different 

subjects in front of a Kinect camera. These include gestures such as swipe left, swipe right, wave, 

circle, and others. 

• MPII Human Pose Dataset: A dataset of human pose estimation with more than 25,000 images of 

people in various poses. This dataset has been widely used for human pose estimation, and various 

models and algorithms have been developed and evaluated using this dataset [83][84]. 

A summary of researches focused on emotions recognition using facial expressions, body posture and gestures 

with classification methods and recognition accuracy is provided in Table 5. 

Table 5. - Review of previous studies focused on emotions recognition using facial expressions, body posture and gestures 

Ref Year Methods Emotion Methods Recognition Accuracy 

 

 

[85] 

 

 

2020 

 

 

Facial 

expressions 

happy, sad, anger, 

surprise and neutral 
• Haar filter for 

extracting facial 

features  

• CNN for emotion 

recognition and 

classifying  

• 65% for (FER)-2013  

•  60% for personalized 

datasets 

[86] 2020 Facial 

expression  
• For JAFEE Dataset: 

Happy, Neutral, Fear, 

Sad, Disgust, Surprise 

and Anger  

• For CK+ Dataset: 

Contempt, Anger, 

Disgust, Fear, Sadness, 

Surprise and Happiness 

• For YALE FACE 

Dataset: Happy, 

Center-light, Left-

light, W/no glasses, 

W/glasses, Sad, Right-

light, Normal, Sleep, 

Surprised and Wink 

• LBP for features 

extraction and SVM 

for classification 

• CNN  

• LBP:  

✓ CK+: 96.66% 

✓ JAFEE: 76.23% 

✓ YALEFACE:74% 

• CNN: 

✓ CK+: 97.32% 

✓ JAFEE:77.27% 

✓ YALFACE:31.82

% 

[87]  2022 Facial 

expression 
• For CK+ dataset: anger, 

contempt, fear, disgust, 

happiness, surprise, and 

• MLP 

• SVM 

• KNN 

• MLP: 

✓ JAFFE:90% 

✓ CK+:94% 
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sadness 

• For JAFEE Dataset: 

happiness, sadness, 

surprise, anger, disgust, 

and fear and neutral  

• For RAF dataset: anger, 

happiness, fear, surprise, 

disgust, sadness and 

neutral 

• LR ✓ RAF:67% 

• SVM: 

✓  JAFFE:88% 

✓ CK+:94% 

✓ RAF:67% 

 

• KNN: 

✓  JAFFE:95% 

✓ CK+:97% 

✓ RAF:63% 

• LR: 

✓ JAFFE:86% 

✓ CK+:87% 

✓ RAF:66% 

 

[88] 2021 Facial 

expression 
• For CK+ dataset: anger, 

contempt, fear, disgust, 

happiness, surprise, and 

sadness 

• For JAFEE Dataset: 

happiness, sadness, 

surprise, anger, disgust, 

and fear and neutral  

• FER2013: angry, 

disgust, fear, happy, sad, 

surprise, including 

neutral 

• A feedforward 

learning model 

• JAFFE:96.8% 

• CK:86.5% 

• FER2013:62.5% 

 

[89] 2021 Body 

Movements 
• Happiness, sadness, 

fear, anger, and neutral. 

• Two-layer feature-

selection process   

• During walking: 90% 

• During setting: 96% 

• Action independent-

scenario: 86.66% 

[90] 2019 Skeletal 

Movement 
•  neutral state, sadness, 

surprise, fear, anger, 

disgust and happiness 

• CNN 

• RNN 

• RNN-LSTM 

Case of 4 emotions 

• CNN: 63.6% 

• RNN:80.8% 

• RNN-LSM:82.7% 

Case of 6 emotions: 

• CNN: 54.2% 

• RNN:59.2% 

• RNN-LSM:72% 

[91] 2019 Fusion of 

Facial 

expression and 

Body Gesture 

 

 

 

 

 

• disgust, anger, fear, 

neutral, surprise, sad, 

and happy 

• Multi SVM • Anger: 95% 

• Fear:91% 

• Happy:95% 

• Disgust:96% 

• Neutral:95% 

• Sad:94% 

• Surprise:93% 

[92] 2021 Upper Body 

Movements 

and Facial 

Expressions 

disgust, fear, happiness, 

sadness, surprise, and 

neutral 

CNN  94.41%  
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5. Discussion 

This paper extensively examined numerous recent publications focusing on emotion recognition and sentiment 

analysis within the field. Emotion recognition systems are indeed in high demand and have numerous applications in 

the fields of artificial intelligence (AI) and the Internet of Things (IoT). There are many reasons why emotions 

recognition systems are in demand and here we can cite a few examples:  

✓ Human- Computer Interaction: Emotion recognition systems enhance human-computer interaction by enabling 

computers and machines to understand and respond to human emotions.  

✓ Personalized Experiences: Emotion recognition can help tailor experiences based on individual emotions. For 

instance, it can be used in entertainment and gaming industries to adjust the content or difficulty level based 

on the user's emotional state, providing a more personalized and engaging experience. 

✓ Healthcare and Well-being: Emotion recognition systems have potential applications in healthcare and mental 

well-being. They can be used for monitoring and diagnosing conditions like depression, anxiety, and stress, 

enabling timely interventions and personalized treatments. 

✓ Market Research and Advertising: Emotion recognition can be utilized in market research and advertising to 

measure consumer emotional responses to products, advertisements, or user interfaces. This information can 

help companies to optimize their marketing strategies and improve user satisfaction. 

✓ Security and Surveillance: Emotion recognition systems can enhance security and surveillance systems by 

identifying suspicious or threatening behaviors based on facial expressions or voice analysis. They can be 

employed in public spaces, airports, or high-security areas to improve safety measures. 

✓ Education and Learning: Emotion recognition technology can assist in educational settings by gauging student 

engagement and emotional states during learning activities. This information can help educators customize 

teaching methods, provide additional support, and create a more effective learning environment. 

Due to the high demand on emotion recognition systems, researchers have been actively working to improve the 

accuracy of these systems by focusing on several key areas such as multimodal approaches. Emotion recognition 

systems that incorporate multiple modalities, such as facial expressions, speech analysis, physiological signals (e.g., 

heart rate variability), and body language, tend to be more robust and accurate. 

The statement that Physiological signals, being beyond conscious control, are considered highly dependable 

for recognizing emotions and are regarded as the most reliable signals in this context is partially true. Physiological 

signals, such as heart rate, skin conductance, and electroencephalography (EEG), can provide valuable insights into a 

person's emotional state. These signals are largely involuntary and can reflect underlying physiological processes 

associated with emotions. Unlike facial expressions or verbal cues, which can be consciously manipulated or masked, 

physiological signals are less prone to deliberate control. However, it is important to note that physiological signals are 

not entirely immune to influence. While individuals may not be able to directly control their physiological responses, 

various factors can still influence these signals. For example, physiological arousal can be affected by factors such as 

stress, physical exertion, medications, or certain health conditions. Additionally, individual differences in baseline 

physiological responses can also impact the interpretation of these signals.  

Basically, it can be argued that psychological methods for recognizing human emotions are generally simpler 

compared to physiological methods. Psychological methods involve observing and interpreting observable behavioral 

cues and subjective self-report measures to infer emotional states. These methods rely on the analysis of facial 

expressions, body language, vocal tone, and verbal content to identify and categorize emotions.  Psychological methods 

are relatively straightforward to implement as they do not require specialized equipment or complex data processing. 

They often involve trained observers or individuals themselves reporting their emotional experiences using 

standardized questionnaires or rating scales. These methods can provide valuable insights into emotions and are widely 

used in various fields. However, it is important to note that psychological methods have their limitations. They rely on 

external cues and self-report, which can be influenced by factors such as social desirability, individual differences, and 

cultural variations. Additionally, accurately interpreting behavioral cues and self-report measures requires expertise and 

training to minimize bias and ensure reliable results. On the other hand, physiological methods, as mentioned earlier, 

involve measuring physiological signals associated with emotions, such as heart rate, skin conductance, or brain 

activity. While more complex in terms of equipment and data analysis, physiological methods provide an additional 

layer of objective information and can capture emotional responses that may not be apparent through behavioral cues 

alone. Therefore, the choice between the two methods depends on the specific goals, context, and resources available 

for emotion recognition. 

Recent studies conducted in the field of human emotion recognition indicate that there is no single method that can be 

considered ideal for emotion recognition in all situations, as explained in [93] and [94] combing physiological methods 

with psychological methods can provide a more comprehensive understanding of emotions. Furthermore, combining 

multiple methods can also provide opportunities for cross-validation and verification. While the availability and 

accessibility of services utilizing multimodal emotion recognition may vary, research and development in this field 

continue to advance. These findings align closely with the essence of fusion techniques in emotion recognition, which 
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aim to integrate information from various sources or modalities ranging from facial expressions, voice, text, to 

physiological signals. The integration of these diverse sources serves to compensate for the limitations inherent in 

individual modalities, reflecting the idea that combining physiological and psychological methods yields a more 

comprehensive understanding of emotions. Moreover, the crux of fusion techniques lies in their objective to extract 

meaningful features from multiple data sources and effectively merge them to enhance the accuracy of emotion 

prediction.  

Deciding how and when to combine information from different modalities in multimodal emotion recognition is a 

pivotal challenge. Various fusion techniques like early (feature-level) fusion, late (decision-level) fusion, and the more 

recent bilinear pooling fusion offer distinct approaches with their own trade-offs. Early (feature-level) fusion involves 

the combination of features from diverse modalities at the initial input level before feeding them into the model. This 

method offers the advantage of retaining the raw information of all modalities from the outset, using only one learning 

stage and facilitating a straightforward integration process [95]. However, early fusion encounters challenges in 

managing varying temporal resolutions among different modalities and may escalate the input data's dimensionality, 

potentially leading to computational complexities. In contrast, late (decision-level) fusion extracts distinct features from 

each modality independently and merges them at a higher processing stage, typically during decision-making phases 

(classification). This approach permits the individual processing of each modality's specific features and exhibits more 

flexibility in addressing temporal misalignments. The primary aim of this method is to leverage the redundancy present 

in a collection of independent classifiers, merging their results to enhance robustness and achieve higher accuracy in 

the classification process [96]. Nonetheless, late fusion risks the potential loss of certain contextual nuances or 

intermodal interactions and necessitates meticulous alignment of features derived from different modalities to be 

effective. Bilinear pooling fusion is an advanced feature-based fusion technique used in multimodal emotion 

recognition that focuses on combining information from different modalities at the feature level. Unlike early fusion 

that merges features directly, bilinear pooling computes a bilinear interaction between features from different 

modalities. This interaction captures complex cross-modal relationships and dependencies, allowing the model to learn 

sophisticated correlations between modalities. However, bilinear pooling requires careful design of the interaction 

function, and its computational demands might be higher compared to simpler fusion methods. Despite these 

challenges, this approach has gained attention for its ability to capture intricate intermodal interactions, potentially 

improving the model's understanding of multimodal data and enhancing overall recognition accuracy [97]. 

Such techniques, whether executed through early fusion, combining raw data at the input level, or late fusion, merging 

extracted features at higher processing stages, strive to encapsulate the intricacies of human emotional expression 

across different channels. By doing so, they aim to create a more holistic and accurate portrayal of emotions, aligning 

with the quest for a comprehensive understanding of an individual's emotional state. 

Ultimately, the juxtaposition of psychological and physiological methods alongside fusion techniques signifies a 

pivotal juncture in the evolution of emotion recognition. This discourse underscores the critical need for comprehensive 

approaches that combine the strengths of diverse methodologies to capture the intricacies of human emotions. As 

research continues to explore innovative fusion techniques and integrate multimodal approaches, the pursuit of a 

nuanced and holistic understanding of human emotions remains at the forefront, fostering groundbreaking 

developments in the field of emotion recognition. 

In conjunction with these fusion methodologies, the extraction of pertinent features from various data modalities 

significantly contributes to the effectiveness of the overall emotion recognition framework. Indeed, the success of the 

fusion techniques is intricately tied to the quality and relevance of the extracted features. The accuracy and 

informativeness of these features ensured a more robust and comprehensive representation of emotions, thereby 

augmenting the efficacy of the fusion process. For instance, in facial emotion recognition, features like facial 

landmarks, textures, or certain statistical measures from images or videos might be extracted. Extracting facial 

landmarks or key points (e.g., eye corners, mouth edges) using techniques such as the Constrained Local Model (CLM) 

[98] [99] or Active Appearance Models (AAM) [100] helps capture subtle facial muscle movements indicating 

emotions. However, in recent years, convolutional neural networks (CNNs) have been widely employed for end-to-end 

feature extraction from raw images, enabling the network to learn hierarchical representations of facial features 

[101][102]. Additionally, Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks are 

commonly applied in sequential data analysis due to their ability to retain memory over sequences, making them 

particularly useful for tasks involving time-series data, natural language processing, and sequential pattern recognition. 

RNNs and LSTMs capture temporal dependencies in speech or textual data, extracting sequential features crucial for 

recognizing nuanced emotions [103][104]. Feature extraction from physiological signals like heart rate variability 

(HRV), skin conductance, and electroencephalogram (EEG) involves identifying specific signal characteristics linked 

to different emotional states. For instance, Spectral analysis techniques, such as calculating power in specific frequency 

bands (e.g., LF for low frequency, HF for high frequency) or employing ratios like the LF/HF ratio, serve to capture 

sympathetic and parasympathetic activities. These metrics are often associated with distinct emotional states, providing 

insights into the physiological correlates of emotions [105].  

Innovative strides in feature extraction techniques across multiple modalities, from facial analysis to physiological 

signal processing and sequential data analysis, reflect the dynamic landscape of emotion recognition. These cutting-
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edge methodologies not only enhance the accuracy and depth of emotion understanding but also pave the way for more 

nuanced, context-aware systems. As we harness the potential of these diverse extraction techniques, we inch closer to 

developing emotionally intelligent systems that can perceive, comprehend, and respond to human emotions with 

unprecedented precision. The ongoing exploration and integration of these techniques are poised to revolutionize not 

just technology but also human-computer interactions, ushering in an era where machines understand emotions in ways 

that mirror human comprehension. 

6. Conclusion  

This article has explored the methods and sensors utilized in emotion recognition, with a focus on computational 

approaches and different modalities. The discussion highlighted the use of traditional machine learning and deep 

learning techniques for analyzing and classifying emotions, showcasing the advancements made in the field. 

Additionally, the various modalities of emotion recognition, including facial expressions, vocal cues, physiological 

signals, textual data, and brain activity, were examined, considering their respective strengths and limitations. 

However, it is important to note that despite the progress achieved, there is no perfect method for emotion 

recognition. Each approach or modality has its own set of advantages and challenges. Factors such as individual 

differences, cultural variations, and contextual influences pose ongoing difficulties in accurately and reliably 

recognizing emotions. 

The article underscores the need for continued research and development in emotion recognition to address these 

challenges. Future advancements may involve refining existing computational methods, exploring novel sensor 

technologies, and considering multimodal approaches that combine multiple modalities for a more comprehensive 

understanding of emotions. 

Ultimately, a holistic and robust emotion recognition system is yet to be realized. As technology advances and 

interdisciplinary collaborations flourish, we can look forward to further breakthroughs in emotion recognition, paving 

the way. 
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