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ABSTRACT: Prompt Engineering is an emerging area of study that pertains to the act of conceptualizing, 

perfecting, and executing prompts that guide an AI model to an intended purpose. The AI model is an LLM, which 

they are the “hit” of our time and probably the controversial type of AI. They are capable of executing several 

tasks using natural language processing algorithms. Due to their ease of use and fast development, they are 

becoming highly dependent. We found that to interact correctly with these models and gain the best performance, 

several techniques should be taken into consideration. Moreover, there are additional methods or tips to write a 

good prompt. 

 

Keywords: Large Language Models, ChatGPT, Prompt Engineering, Prompting, Natural Language Processing, 
Human-Computer Interaction. 

 
 

1. INTRODUCTION 
 

In recent years, artificial intelligence (AI) technologies exemplified by models similar to OpenAI's GPT 

(Generative Pre-trained Transformer), have demonstrated remarkable proficiency in understanding and generating 

human-like text [1,2], it has become a central theme in the progression of language models. Prompt Engineering is an 

emerging area of study that pertains to the act of conceptualizing, perfecting, and executing prompts (a prompt is 

simply a text that is given to a Large Language Model) or directives that steer the outcome of Large Language Models 

(LLMs) with the intention to help in various tasks [3]. In other words, this approach is concerned with strategically 

crafting input prompts to guide the model's responses in the desired directions.  
Large Language Models are the peak of AI of our time. They have some ahead-of-time capabilities (a result of 

using deep learning techniques [4]) such as human-like text generation [5], contextual awareness, and robust problem-

solving skills, making them invaluable in various domains [6]. An AI model should possess four features to be called 

an LLM: deep comprehension of natural language for tasks such as translation; ability to create human-like text; 

contextual awareness, especially in knowledge-intensive domains; and strong problem-solving and decision-making 

using text-based information for tasks [7]. They offer a wide range of applications and services across various domains 

such as healthcare [8], customer support [9], code generation and evaluation [10], finance [11], and education [10, 11]. 

They are categorized into two categories, Encoder-Decoder or Encoder-Only (BERT-style LLMs) and Decoder-Only 

(GPT-style LLMs). BERT-style LLMs predict the masked words in a sentence, considering the surrounding context 

simultaneously. This capability allows the model to enhance a deeper understanding of the relationships between words 

and the context in which they are used. They began to fade away after the emergence of decoder-only models. Notable 

examples of these LLMs are BERT [14] and T5 [15]. GPT-style LLMs generate the next word in a sequence given the 

previous words, this is the best paradigm for improving zero-shot and few-shot performance. These models are widely 

used for text generation and question answering. Notable examples of this type are GPT-3 [16] and BLOOM [17]. 

LLMs appeared and evolved rapidly in recent years, the following figure shows LLMs escalated through the years:      
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Figure1. - LLMs evolution [7]. 

 

Despite all of these abilities, types, and fast evolution, LLMs are still primitive and prone to make errors. Many of 

these errors are a result of a wrong prompt. This research explores the nuanced relationship between prompt design and 

model output, delving into the intricacies of linguistic cues, contextual nuances, and the influence of specific 
instructions on the AI generation. 

 

2. PROMPT ENGINEERING 
 

Communication with AI is substantial and understanding how to communicate with it effectively is useful. The 

communication process revolves around writing commands which are referred to as “prompts”. With that said, prompt 

engineering can be defined as the systematic process of creating inputs that determine the output to be generated by an 

AI language model [18]. High-quality inputs will lead to better output. Similarly, poorly defined prompts will produce 

inaccurate responses or responses that might negatively impact the user. This is why the quality of outputs depends on 

how much information is provided to an LLM and how well-crafted it is [19].  
Prompts can be categorized into several types based on their shape. These categories can be used to structure and 

understand a robust prompt. In general, prompts can be cloze prompts [20], which are fill-in-the-blank prompts (i.e., 
Marlon Brando was born in ______) or prefix prompts [21], which continue a string prefix (i.e., ________ is the father  
of quantum physics). They can be information-seeking prompts, which are the prompts that are used to gather 

information and mostly start with “what”, “where”, …, (i.e., what is the largest star of our galaxy?), instruction-based 

prompts, which start with an order (i.e., generate a short romantic story), context-providing prompts, which contains 

details to help the LLM to understand the prompt better, opinion-seeking prompts, which asks the LLM about its 

opinion, or reflective prompts, which can be used to get a deeper understanding of a certain belief, action or to get the 

help of making decisions [12], [22 – 24].  
It seems obvious that LLMs will play a crucial role in the future. This technology will continue to enhance daily 

routines at work, home, or school. To benefit from this, an individual must be able to interact effectively with these 

systems. That is where prompt engineering emphasizes. By understanding how to craft a robust prompt, the interaction 

between humans and machines can be improved. 
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3. SOCIAL ENGINEERING 
 

“The fact that you could persuade someone to plug a computer in and switch it on means even that powered down, 

computers are vulnerable.” This is a common hacker moto that led to social engineering. Social Engineering is the act 

of acquiring information via technical and non-technical means. It can be achieved using manipulation and 

psychological tricks to make the victim assist the attacker in their attack [25]. Although social engineering is still in its 

early stages, it has proven to be very dangerous, sometimes more than other types of cyberattacks [26]. There a several 

types of social engineering attacks, including [26], [27], [28], [29], [30]: 
 

• Phishing: This type of attack occurs when an attacker scams their victim through socials (usually emails) to hunt 

for information, using fake messages that look identical to ones that come from trusted people or organizations. For 

example, an attacker might send an email claiming to be from the victim’s bank, stating that their account’s password 

has been compromised. Because the email looks authentic and the message feels urgent, they will comply willingly 

without a second thought. 
 

• Pretexting: Occurs when an attacker creates a fake persona, or fake scenarios, or misuses their actual role to 
steal a victim’s information. It is what often happens with data breaches from the inside. The attack is performed via 
phone calls, emails, or physical media. This is what Edward Snowden did with his coworkers. 
 

• Tailgating or Piggybacking: In this type of social engineering attack, an authorized person grants an 
unauthorized person access to restricted data. For example, following an employee to enter a certain organization, 

disguising as a delivery driver, or pretending that they are new and forgot their ID. 
 

• Quo Pro Quo: “A favor for a favor.” This attack occurs when an attacker offers a free service to seduce the 
victim in exchange for their personal credentials. For example, an attacker may call a victim pretending to be an 
employee of his ISP (Internet Service Provider), offering to speed up the connection. 
 

LLMs are capable of preventing social engineering attacks. They can be used in the field of digital forensics to 

detect anomalies, fake emails, and accounts. Since social engineering attacks occur in social networks, people can 

harness their abilities using prompt engineering techniques to steer them into defending against cyberattacks, even 
asking LLMs for advice can be beneficial [31]. 

 

4. RELATED WORK 
 
Several works can be referenced, including:  

In 2023, Li et al. [32] created “Communicative Agents for “Mind” Exploration of Large Language Model 
Society” (CAMEL), which is a communicative agent to study the “mind” of LLMs. Their approach involves using 

inception prompting that allows agents to provoke each other to solve tasks by role playing, to guide LLMs toward task 
completion while maintaining consistency with human intentions. However, the study showed how role playing can 

provide information for investigating LLMs.  
In 2023, Zhou et al. [33] proposed an “Automated Prompt Engineer” (APE) for prompt generation and selection, 

inspired by program synthesis and the human approach to prompt engineering. The researchers showed that APE 

prompts are able to control and manifest models toward “truthfulness and informativeness” and improve few-shot 
learning performance.  

Another study in 2023 by Mialon et al. [34], showed that LLMs augment their context through additional relevant 
information, received from prompts. It can help the LLM to perform missing token prediction. This is a resilient ability 
that accelerates expanding the LLM’s knowledge and generating more accurate statements. Furthermore, White et al.  
[35] provided a pattern of prompts when communicating with LLMs, leveraging the ability of a particular LLM to 
produce a reusable solution to a common problem of a certain context (i.e., creating a login page using C#). These 

prompt patterns can help users to interact with LLMs more effectively and efficiently. This was mentioned earlier by 

Scao and Rush [36], in 2021. Their systematic study showed that prompting indeed improves the training process and 
that it is robust to patterns.  

Bach et al. [37], 2022, created “PromptSource”. It is an open-source system for generating and sharing prompts. It 
enhances the model’s flexibility by training it using new collaborative tools (allows the user to refine the generated 
prompts), in addition to setting a template for declaring data-linked prompts.  

Emergent Abilities were discussed by Wei et al. [38] in 2022. They are present only in large models. The 
researchers discovered that these abilities are an outcome of scaling up LLMs with prompts.  

Prompt engineering has been extended to computer vision through the creation of CLIP (Contrastive Language-
Image Pretraining), by Radford et al. [39], 2021. The researchers trained CLIP to minimize the loss, enabling it to 
classify images based on natural language instruction. 
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5. PROMPTING TECHNIQUES 
 

As shown before, the main purpose of studying prompts is to craft inputs for deep generative models [40]. To 
achieve such intent, several techniques can be used: 

 

5.1  Zero-Shot Prompting 
 

The most straightforward method of prompting. It is how most people interact with LLMs by providing them 
“orders” without any previous explanation or examples (As shown in Figure 2), in short, they deal with LLMs as 

chatbots. Despite the fact that this technique has been used for a long time now, LLMs' performance in zero-shot 
learning is poor [41]. By employing zero-shot prompting, the efficiency and zero-shot learning capabilities of an LLM 

can be significantly enhanced, enabling users to achieve their desired outcomes more effectively and efficiently [42].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure2. - Example of Zero-Shot Prompting [43]. 

5.2  Few-Shot Prompting 
 

It is an effective strategy that can lead the model to generate accurate and appropriately structured responses. By 
providing multiple examples (as shown in Figure 3), few-shot prompting enables the model to understand the desired 
output format and respond accordingly, making it a preferred method over zero-shot in most scenarios [44].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure3. - Example of Fero-Shot Prompting [43]. 
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5.3  Chain-of-Thought Prompting 
 

A chain of thought is a series of reasoning steps that enhances the LLMs’ abilities of complex reasoning, because 
are not trained to solve these types of problems (Figure 4). Each step is provided with demonstrations as an example of 
prompting (as shown in Figure 5). This method was suggested by Wei et al [45]. The researchers found that chain-of-

thought prompting improves effectiveness on a range of arithmetic, commonsense, and symbolic reasoning tasks.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. - Example of a simple reasoning problem. ChatGPT could not solve it correctly [43]. 
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Figure 5. - The same problem but with chain-of-thought prompting. We notice that ChatGPT has learned how 

to solve it correctly depending on the series of thoughts [43]. 

 

5.4  Self-Consistency Prompting 
 

This technique aims to subrogate the naive greedy decoding method employed in the process of chain-of-thought 

prompting [46]. The idea is to sample multiple, diverse reasoning paths through few-shot chain-of-thought prompts, 

and use the generations to select the most consistent answer. Self-consistency raises the intuition that a complex 

reasoning problem typically admits multiple different ways of thinking (increase the performance of prompting on 

tasks involving arithmetic and commonsense reasoning) leading to its unique correct answer (for full prompts, click 

here) [43]. 

 

6. ENHANCEMENT OF A PROMPT 
 

Even with using the aforementioned techniques, LLMs are likely prone to make errors or undesired outputs. To 
make a prompt more precise and the output more accurate, a set of flavors can be added [47 – 50]: 
 

• Assigning a Task: It is what we regularly do as illustrated in the above figures. Giving the LLM a certain 
task results in a specified outcome although it can push the model to generate fabrications. 

 
• Clarity of the Context: This is an important trait of a good prompt. LLMs respond to prompts depending on the 
choice of words. Clearer and more decisive prompts drive LLMs’ outcomes to be less fallible and more 
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advantageous (as shown in Figure 6). When the model was asked again using another context, the generated 
outcomes were better (Figure 7, you can find the full prompts here) [43].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. - C# for-loop example created by ChatGPT [43].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. - C# Loop examples with more details and explanations, from simpler to more complex [43]. 
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• Assigning Roles: Roles are very important to get specific information on a certain topic, generating subjective 
and robust outputs (Figure 8).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8. - How the roles affect the output [43]. 
 
 
 

• Output Specification: It is very useful and efficient to indicate the output type, for example, representing the 

number of cars in each state within a particular country in the form of a chart, extracting the correlation between 

multiple surveys and viewing the result as a table, converting a text into a hash code or generating a json file from 
a given paragraph (Figure 9). 
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Figure 9. - Indicating Output Example [43]. 

 

• Indicating Input Data: This is helpful when a detailed input is prompted. It is favorable to show facts and rules 
in order to get a satisfactory output. Consider the following example in Figure 10 (for full prompts, click here) 
[43].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 10. - Indicating input data example [43]. 
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7. DISCUSSION 
 

LLMs are the peak of AI nowadays thus improving them has become a common procedure [51]. They can do 
several tasks effortlessly. 
 

They ease the process of a certain job and reduce the time required to do it, subsequently resulting in increasing the 

levels of efficiency and efficacy for both the user and the computer. Regrettably, people treat these models as chatbots 

only (using zero-shot prompting). If a model was asked the following, list 100 tasks you can do, the answer would be 

astonishing. The model of course cannot fulfill all of them, yet there are tasks that the model is capable of performing 

that exceed our expectations. On the other hand, these models are not infallible (even with the use of prompting 

techniques and prompting elements). They may generate misleading information or hallucinations, be biased toward 

what they were trained on, adhere to the rules and guidelines of their respective founding institutions, and so forth. 

Although the efforts to diminish these flaws are ongoing, LLMs are still primitive. Accordingly, the importance of 

prompting became evident. 
 

As shown in this endeavor, the relationship between prompts and the outcome is strong, and learning how to deal 

with them not only enhances the performance of LLMs but also mitigates their faults. Additionally, prompting without 
considering the choice of words and prompting techniques may lead to the occurrence of their faults frequently. 
 

In summary, it is of utmost importance to emphasize the significance of prompt engineering in the current state of 

LLMs. As users, researchers, and developers navigate the landscape of these powerful models, a strategic and mindful 
approach to crafting prompts becomes imperative for unlocking their full potential while mitigating the risks associated 

with their inherent limitations. The ongoing evolution of prompt engineering techniques will likely play a significant 
role in advancing the capabilities and reliability of LLMs in the future. 

 

8. Conclusion 
 

Prompting is a very important skill that enables anyone to get a better result from using the LLMs. Using the 
aforementioned techniques and elements is beneficial to the improvement of the AI models. These techniques can get 
even better accompanied by some tactics and ethical considerations. 

 

8.1  Prompting Strategies for Flawless LLM Interactions 
 
To ensure that the output is as required or as close as it can get, a number of strategies can be taken into consideration: 
 

• Providing reference text: Language models can generate fake answers, especially when asked about specific 
topics or for citations and URLs. Just as a student can enhance their performance on an examination by using a sheet of 

notes, providing reference text to these models can assist these models in furnishing responses with fewer instances of 

fabrication.  
• Simplifying complex tasks: It is an effective method to divide a task into simpler ones, in a way similar to 

software engineering when a problem is decomposed into smaller modules. It has been observed that complex tasks are 

more prone to errors compared to their simpler counterparts. Furthermore, complex tasks can often be constructed from 
the outputs of previous simpler tasks, as long as they can be used as inputs to later complex tasks.  

• Giving the model time to "figure it out": If an individual was asked to multiply 15 by 25, they might not know 
it instantly, but with time, they can still work it out. Similarly, models are prone to make more reasoning errors when 

trying to answer directly, rather than taking time to answer. A chain of thought can help the model reason its way 
toward reliable correct answers.  

• Using additional tools: Reduce the weaknesses of the model by prompting the outputs of other tools. For 
example, a code execution engine like Replit can help the model do the math and run code. This combination is a more 
efficient and reliable way to get the best of both. 
 

 

8.2  Future Directions and Ethical Considerations 
 
Prompt Engineering holds immense promise for the future of human-computer interaction. Future research should 
focus on:  

• Developing advanced prompting techniques that address model bias, explainability, transparency, and 

evolving user needs.  
• Exploring the ethical implications of Prompt Engineering: including issues of fairness, manipulation, and 
privacy.  
• Establishing guidelines and best practices for responsible development and deployment of Prompt 

Engineering technologies. 

 

Here are some specific examples of how Prompt Engineering could be developed in the future: 
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• Using AI to help create more accurate and effective prompts: For example, AI could be used to analyze user 
data and training data to identify patterns and relationships that could be used to improve prompts.  
• Developing user-assistance tools to create more efficient prompts: These tools could include a graphical user 
interface or step-by-step instructions to help users create accurate and effective prompts.  
• Creating standards for evaluating the efficiency of Prompt Engineering: These standards could help ensure 
that Prompt Engineering techniques are effective and reproducible. 

 

By conducting more research and developing advanced techniques, we can improve Prompt Engineering and make 

it a more powerful and effective tool for human-computer interaction. In addition, it is important to take into account 

the ethical implications of Prompt Engineering. For example, Prompt Engineering could be used to create misleading or 

harmful content, or it could be used to reinforce bias or discrimination. It is important to develop Prompt Engineering 

techniques in a responsible and ethical way. Here are some specific examples of ethical considerations for Prompt 

Engineering:  
• Fairness: Prompt Engineering should not be used to create discriminatory or unfair outputs. 

• Manipulation: Prompt Engineering should not be used to manipulate or deceive users. 

• Privacy: Prompt Engineering should be used in a way that respects user privacy. 

By carefully considering these ethical considerations, we can ensure that Prompt Engineering is used for good. 
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