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ABSTRACT: Most of the intrusion detection systems are developed based on optimization algorithms as a result
of the increase in audit data features; optimization algorithms are also considered for IDS due to the decline in the
performance of the human-based methods in terms of their training time and classification accuracy. This article
presents the development of an improved intrusion detection method for binary classification. In the proposed IDS,
Rao Optimization Algorithm, Support Vector Machine (SVM), Extreme Learning Machine (ELM), and Logistic
Regression (LR) (feature selection and weighting) were combined with NTLBO algorithm with supervised ML
techniques (for feature subset selection (FSS). Being that feature subset selection is considered a multi-objective
optimization problem, this study proposed the Rao-SVM as an FSS mechanism; its algorithm-specific and parameter-
less concept was also explored. The prominent intrusion machine-learning dataset, UNSW-NB15, was used for the
experiments and the results showed that Rao-SVM reached 92.5% accuracy on the UNSW-NB15 dataset.
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Serious confidentiality, privacy and security issues are being associated with the use of the internet in recent times due
to the processes involved in data transformation and transmission across the internet. This has necessitated much effort
towards improving the privacy and security of computer systems; however, these issues are yet to be properly addressed as
there is currently no completely secure system in the world. Furthermore, there are numerous types of network attacks [1]
which evolves when new attack signatures are added to the signature database. The emergence of new attack signatures
has driven the urge to develop novel systems for the detection of such attacks as they emerge. Intrusion detection system
is one the tools used to detect these new attacks as they can monitor and detect a range of network systems, information
systems, and cloud computing system. The work of the IDS is to monitor a system and detect the presence of attacks
that are aimed at attacking the availability, integrity, and confidentiality of a system. This paper review the existing work,
methods and techniques in IDS, section II give an overview about IDS, then followed by brief description about the main
types of IDS and the techniques used in detection explained in II.A and II.B, section III state the existing challenges exist
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in modern IDS, in section IV the most used ML algorithms in the IDS are reviewed in details the main weaknesses and
strengths of each algorithm is given in section IV.F. Section V explain two types of optimization algorithms parameters
containing and parameters less algorithms. Finally, conclusion on what have been done given in section VI.

2. RELATED WORKS

Intrusion detection systems are deployed on network systems for the monitoring of such systems for various sources of
intrusion. The existing IDSs fall into two categories - host-based and network-based IDS [2] [3]. For the network-based
IDS (NIDSs), they can identify network intrusion through the analysis of specific network patterns, but for the host-based
IDS (HIDS), their work is mainly to detects intruders in individual hosts. NIDSs are deployed to scan a packet sniffer or
network switch output; a sniffer is a program that reads the raw packets of a local network segment. A peculiar feature of
NIDSs is that they can detect and identify attacks that may be missed by the HIDSs because the HIDSs are not designed
to see packet headers; hence, they cannot detect some types of network attacks. NIDSs, for instance, can detect only
numerous [P-based DoS attacks because they can see the packet headers as they travel through the monitored network.
On the other hand, HIDSs require different OS to operate properly unlike NIDSs which do not require any OS of the host
as a source of attack identification. IODSs can also be categorized into misuse detection systems and anomaly detection
systems [3]. Hybrid IDSs are developed as a combination of both HIDS and NIDS [4]. The detection mechanism used in
IDS are three main types which is: statistical method, Machine Learning, and Data-Mining methods, Figure 1 summarize
the IDS.
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FIGURE 1. IDS overview

2.1 MISUSE DETECTION

Detection of abuse detects intrusions through looking for known patterns of attacks. This strategy is employed by
current commercial NIDSs. A downside to preventing misuse is that it cannot spot unknown attacks. Specific methods,
such as expert networks, signature analysis, state-transition analysis , and data mining, have been used to identify viola-
tions. To describe intrusions, the expert system uses a set of rules [2]. Audit events are converted into facts in the expert
framework which bear their semantic significance. Then, using certain rules and evidence, an inference engine will draw
conclusions. State transition analysis aims at the identification of attacks based on a set of goals and transitions using
state transition.digrams An intrusion system detects events that trigger an intrusion state. Signature analysis is used to
describe a new attack based on signatures that are already contained in audit trail [2], where network patterns that matches
the signatures in the database are considered an intrusion. Numerous works are available on the use of data mining-
based method for ID. Data mining is a technique for the extraction of important and previously unnoticed patterns from
large datasets; these patterns may be defined as decision chains, rules, neural networks, or instance-based instances. The
common DM algorithms for misuse detection include Mining Audit Data for Automatic Models for Intrusion Detection
(MADAM ID) [4], Intrusion Detection Utilizing Data Mining Techniques (IDDM), and Audit Data Review and Processing
(ADAM) [2]; these models are based on the Association rules algorithm [5]. The IDS performance is enhanced with the
neural network algorithm [6]
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2.2 ANOMALY DETECTION

Because detection of misuse cannot identify unknown threats, detection of abnormalities is used to counter this short-
coming. Different approaches to anomaly detection Clustering, Classification, etc. were proposed and implemented [7].
Supervised detection of anomalies makes use of attack-free training data for the creation of the normal traffic patterns;
any deviation from the established normal traffic pattern is detected as an intrusion. ADAM [8] creates the normal traffic
pattern from attack-free training dataset and describes the profile as a set of association rules. It performs real-time
detection of suspicious connections based on the profile. Other supervised methods, such as genetic algorithms [9], fuzzy
data mining, SVM and neural networks [10, 11] are also used to detect anomaly. Supervised anomaly detection often
requires the use of specialized structures and mathematical techniques [2]. The user profile is created using statistical
methods based on several instances of normal behavior. New behaviors are then compared against the normal profiles,
and deviations are detected as an intrusion. For the expert systems, they describe the normal user behavior using a set of
rules; these rules are applied to detect intrusions.

3. THE PROPOSED METHOD

This study proposed the execution of the RAO algorithm at the FSS phase; the RAO was initialized by an initial
population that was generated randomly; the population is made up of the Teacher and a set of Students which are
considered a set of potential solutions. The features of the RAO were represented by incorporating the crossover and
mutation operators of GA; the enables the representation of the RAO features as chromosomes. The crossover operator
is used to update the chromosome. Each solution in each generation is considered an individual or a chromosome as
represented in Figure 1. Selected features of a chromosome are marked 1 while non-selected ones are marked 0. The
detail of the new method is shown in Algorithm 1 while the flow of the method is shown in Figure 4.

Algorithm 1: presents the details of the RAO-SVM algorithm.
i Step 1 initialize the population randomly with each population having different set of features
ii Step 2 Based on the accuracy of the classification for each set of features, specify best and worst set (population)

iii Step 3 modify solutions based on the best and worst solutions and random interactions based on New_set= ran-
dom_set crossover with (best_set crossover with worst_set)

iv Step 4 if the new set of features better than the old best set ( in term of accuracy of classification) then keep the new
set else keep the old set

v Step 5. Is the termination criteria satisfied or not, if yes report the best set of features, else go to step 3

4. EXPERIMENTAL SETUP

The experimental scenario, problem instances, and the outcome of the experiments are all presented in this section.
In this study, the experiments were performed intrusion dataset called UNSW-NB 15 which were reduced, because of the
focus on binary classification to accommodate only two classes (normal and intrusion). To ensure a better validation,
K-fold validation was used, where the value of K is set to 10. [17]

S. DATASET

A research group created the UNSW-NB15 dataset at the Australian Centre for Cyber Security (ACCS) for testing the
performance of new IDSs [10]. The dataset comprised of 100 GB of raw data captures with the IXIA Perfect Storm tool
and a tcpdump tool; the raw data represents the simulated network traffic of both contemporary attack and modern normal
behaviors. The raw data were captured over two simulation periods for a period of 16 h & 15 h. The dataset has a total size
of 2.5 M records. A total number of 49 features were created using the Argus, Bro-IDS tools, and other 12 algorithms. The
49 features are categorized into 5 categories (flow features, content features, basic features, time features, & additional
generated features) while 2 features served as a label (attack_cat that indicates the attack category & the normal state,
as well as the label which takes the value 1 for attack and O for normal). The dataset has 9 attack categories which are
Fuzzers, DoS, Exploits, Analysis, Backdoor, Shellcode, Worms, Generic, and Reconnaissance [16].
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6. RESULTS

The tables below present the accuracy results for both datasets. The accuracy result of the UNSW-NB15 dataset is
presented in Table 1.

Table 1. Accuracy result of UNSW-NB1S5 dataset.
Classifier Rao

No. of features  Accuracy

LR 17 0.921
18 0.923

SVM 16 0.922
19 0.925

ELM 19 0.92
20 0.9215

From Table 4, both RAO-SVM and RAO-SVM offered the same execution time for each ML technique. For each ML,
the number of features, accuracy, and execution time were calculated. The numbers in red suggest the best results for
both RAO-SVM and RAO-SVM. RAO-SVM consistently presented better accuracies as compared to RAO-SVM using
the three ML techniques. It also presented better time accuracy using LR and SVM ML techniques. However, RAO-SVM
provided a better execution time with ELM as compared to RAO-SVM.

7. CONCLUSIONS

This paper proposes a new (RAO-SVM) for feature subset selection problems in intrusion detection. The performance
of the new algorithm was demonstrated to be superior to many other algorithms in FSS problems on two large intrusion
datasets. The proposed RAO-SVM consistently presented better accuracy in the execution time. On the statistical tests
(confusion matrix) applied to the RAO-SVM detection rate and error rate extracted from the confusion matrix, RAO-
SVM showed a higher detection rate for the UNSW-NB15 dataset. It showed a low error rate for the two datasets. As
a recommendation, the proposed RAO-SVM should be applied to multi-class classification problems, and more ML
techniques could be used for evaluating its performance.
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