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1. INTRODUCTION 

 Numerous devices for image capture have emerged in the digital environment of the present day. Using image 

processing techniques, it is now easier than ever to store a large number of images. Since the images and databases keep 

growing and getting bigger daily, we need new, fast, and effective ways to find images[1]. Investigating image retrieval has 

grown more intriguing, and getting the required images from a big and diverse library is difficult. Image retrieval technology  

is grouped into: Text-based Image Retrieval (TBIR) and Content-based Image Retrieval (CBIR) [2].Text-based Image 

Retrieval (TIBR) requires retrieving images by manually matching keywords provided for each image [3]. However, manual 

processing proved impracticable due to the following factors: first, the difference in the labels of the images by diverse 

annotators, because every user uniquely interpreted the images, making it challenging to obtain the correct ones through 

keyword searches. Second, a typographical error when giving keywords to images can potentially result in the retrieval of 

unwanted images. Thirdly, annotating images in big datasets is time-consuming and subjective [4]. CBIR is a method for 

retrieving images according to their visual information including color, texture, and shape [5, 6]. The primary objective of 

CBIR is to increase the efficiency of image indexing and retrieval, thereby decreasing the requirement for human 

participation in the indexing process [7]. Any performance of the image retrieval method relies on how similar are the 

computations to the images. In an ideal world, the way to figure out how similar two images are should be different, reliable, 

and quick [8]. 
 

This paper will focus on image retrieval based on content. The classification of current state-of-the-art methods from various 

angles also begins for a deeper understanding—It Will aid in advancing image retrieval research by discussing state-of-the-

art methods.  This review employs a taxonomy encompassing various networks, categories, descriptors, and classification 

types. The study described will help researchers make more progress in the field of image retrieval. The remaining sections 

are organized as follows. In Section 2, we explain content-based image retrieval. The third section contains a literature 

review on image retrieval. It is divided into four sections, the first focusing on handicraft, the second on deep learning, the 

ABSTRACT: With the development of Internet technology and the popularity of digital devices, Content-Based 

Image Retrieval (CBIR) has been quickly developed and applied in various fields related to computer vision and 

artificial intelligence. Currently, it is possible to retrieve related images effectively and efficiently from a large-scale 

database with an input image. In the past ten years, great efforts have been made for new theories and models of 
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third on combining handicraft and deep learning, and the fourth on combining deep learning and traditional learning 

(classification, dimensionality reduction). Section 3 next comprises image retrieval techniques. In Section 4, the paper's 

conclusion is presented approaches. Below Figure (1) shows the taxonomy that this review uses for the categorization of the 

current image retrieval methods. 
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FIGURE 1. Taxonomy that this review uses for the categorization of the current image retrieval methods 
  

 

2.  CONTENT BASED IMAGE RETRIEVAL (CBIR) 

 
CBIR is a significant and difficult problem applicable to m human endeavor industries [9]. CBIR is a method for 

searching an image collection using a query image. CBIR differs from other image retrieval systems because it accepts 

images as input rather than tags or text [10]. Numerous image retrieval techniques concentrate on low-level image 

characteristics such as textures, shapes, and colors [11]. Every CBIR system is typically divided into offline and online 

phases [12]. In the offline phases, features from large image collections (trains the system) create a database of features. This 
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phase is typically lengthy, based on training image number utilized for training the system. During the online phases, similar 

features are extracted from the query image generating a distance metric between the query image's features and the database 

images' features for determining the similarity degree. The user is then shown images with a high similarity or a low level 

of distance [13]. Below Figure (2) shows the general of CBIR system 
 

 

FIGURE 2. The general of CBIR system 

 

 

3.  EVOLUTION OF LITERATURE FOR CONTENT BASEB IMAGE RETRIEVAL 

 
This section reviewed the literature review of three-year of image retrieval models (2020, 2021, and 2022). 

 

 

3.1 HANDCRAFT 

Mistry, Yogita D. in (2020) [14] proposed Combining color and texture descriptors including the binary Gabor pattern 

(BGP). In addition, Gabor wavelet texture features, and fuzzy histogram-based descriptors are also involved. It also includes 

segmentation-based fractal texture analysis (SFTA) and edge histogram descriptor (EHD).  We used a Laplacian score to 

minimize the dimensionality of feature vectors. Using the Wang database, the retrieval rate is found using ten classes of 

1,000 images. 

Vimina, E. 1., & Divya, M. O. in (2020) [15] propose exploiting the RGB color space. MMLBP is a unique compact 

feature-generating approach for capturing multichannel texture data. Finally, a multi-channel texture-color descriptor for 

image representation for color image retrieval. The suggested algorithm has been used on benchmarked datasets Wang's 1 

K, Corel 5 K, Corel 10 K, Coloured Brodatz Texture, and Zubud.  

Ghahremani, Mona, et al. in (2021) [16] They suggested that the image be normalized and the median filter be used for 

noise reduction. Using the SLIC superpixel the color channel is altered. They are combining HOG and LBP methods for 

optimization purposes. These ideas are used to determine the image pattern and content-based image retrieval. 

Hatibaruah, Rakcinpha, et al. in (2021) [17] they proposed a new low-dimensional feature descriptor referred to as local 

bit plane-based differences and adder pattern (LBPDAP). In each analyzed bit plane, the LBPDAP takes advantage of the 

center-neighboring pixel difference relationships and the neighboring pixel mutual difference connections. Using an adder, 

the collected dissimilarity information is joined to produce joint dissimilarity information. To create the proposed local 

patterns, the relationship between the center pixel and the joint dissimilarity information is encoded. 

Kumar, N. R., & Kumar, Y. R. in (2021) [18] proposed the image retrieval process, integrating the Tamura texture features 

and Wavelet transform features. Calculating the Hausdorf similarity distance between each images and forming a matrix. 

On a dataset of Medical images. 

 

Varish, Naushad. in (2022) [19] proposed the use of the probability histogram model; the color moments are retrieved from  

the image by the pre-processed HSV color components. The texture moments are obtained by determining the 

interrelationship between DCT blocks, and from these, GLCM-based statistics are produced, which provide crucial textual 

information about the image. Eventually, we calculated a unified feature descriptor through combining color, shape, texture, 

and feature moments. The suggested algorithm has been applied to the Corel-1K, OT-8, and GHIM-10K images dataset. 

 

 

 

 



69 

 

 

M.H.Hadid., Iraqi Journal for Computer Science and Mathematics, Vol. 4 No. 3, p. 66-78 

 

3.2  DEEP LEARNING 

Pawar, Aashay. in (2020) [20] proposed utilizing Image-based search engines: The extension of the Content-Based Image 

Retrieval (CBIR) and evaluation of a Deep Learning strategy using an Autoencoder, a Convolutional Neural Network trained 

on a handwritten MNIST dataset. Autoencoder successfully showed quicker and more effective for Content-Based Image 

Retrieval. 

Allegretti, Stefano, et al. in (2021) [21] they suggested a new content-based image retrieval system for dermoscopic image 

analysis that utilizes extracted features from Convolutional Neural Networks to collect related images. The designed method 

includes ResNet-50 initially trained to divided the dermoscopic images; the extraction portion of the feature which is then 

segregated, and an embedding network on top. The embedding obtains a different demonstration enabling the examination 

of image similarities 

Kokilambal, S. in (2021) [22] proposed a novel CBIR model using a ResNet 50 model-based feature extractor. In addition, 

the Adadelta optimizer is used to effectively tune the ResNet-50 model's hyperparameters to improve performance of the 

retrieval. Also, Euclidean distance functions as a similarity metric for the identification of the images in the database that 

are highly similar to the Query image on the Corel benchmark dataset. 

Staszewski, Paweł, et al. in (2021) [9] suggested a unique approach for the CBIR system according to the neural codes 

(neural activations) of deep neural networks utilizing the VGG16, ResNet50 neural network. The descriptors comprise 

information derived from the activation of convolutional and fully connected network layers, typically employed for 

classification tasks. Because of this technique, the images from the dataset are semantically identical to the query images 

and other features, including texture, color distribution, and image background. The suggested algorithm has been applied 

to the ImageNet1M images dataset. 

Zhang, Kai, et al. in (2022) [23] they proposed Combining content-based image retrieval with convolutional Siamese neural 

networks developed CBIR-CSNN models. This CBIR-CSNN performs well when distinguishing CT images. And they used 

different distance functions. 

Eswaran, A., & Varshini, E. in (2022) [24] proposed employing an image search engine system in several pre-trained CNN 

models for image feature extractions and aimed at to make very small changes to the chosen ResNet-50 model for the custom 

dataset in order to make it work as well as possible. The matching of feature resemblance was achieved by picking a similarity 

measure using Approximate Nearest Neighbor (Annoy) Indexing, with time and precision adjusted. 

 

3.3 COMBINING HANDCRAFT AND DEEP LEARNING 

Devulapalli, Sudheer, et al. in (2021) [25] proposed built a feature vector for Image Retrieval by combining deep learning 

and handcraft features. They act as a pre-trained feature extractors and fewer feature dimensions than other deep learning 

models, so Googlenet was used. Using the Gabor filter, custom-built features are retrieved and combined. Also, for the 

calculation of the Euclidean distance between the query image and the input image, the resultant feature vectors are utilized. 

Pathak, D., & Raju, U. S. N. in (2021) [26] suggested a framework for efficient image retrieval by fusing high-level features 

of upgraded DarkNet-53, GN-Inception-Darknet-53 (GN-Inception-Darknet-53), with handcrafted features taken from both 

RGB and HSI color space. DDBTC is a low-level characteristic of the RGB color space. On RGB color images, HOG is 

used to extract shape features. DSP and GLCM are utilized to extract local texture features. The proposed method has applied 

on the the three color texture image datasets VisTex, Color Brodatz and  Stex, and the three natural image datasets Corel-1 

K, Corel-10 K and Corel-5 K. 

Yelchuri, Rajesh, et al. in (2022) [27] proposed deep and hand-crafted features for constructing new texture image retrieval 

systems by many experiments conducted to extract deep features by many popular Convolutional Neural Network 

architectures (AlexNet, InceptionV3, VGG16, and ResNet50) to predict the class membership of the query image to every 

output class. Also, the similarities of these images and every images in the database are calculated by a adjusted distance 

matrix in the hand-crafted space wavelet features by normalized city-block  

Karthik, T. S., et al. in (2022) [28] they propose (EOCBIR-HFSN) approach using handcraft features based on local binary 

patterns (LBP) and SqueezeNet-based deep features. In addition, the grasshopper optimization process is used to fine-tune 

the SqueezeNet model's hyperparameters (GOA). Test this method using the COREL-10K dataset. 

 

3.4 COMBINE DEEP LEARNING AND TRADITIONAL LEARNING 

Kumar, R. B., & Marikkannu, P. in (2020) [29] proposed from the image database, features of images including textures, 

shapes, standard deviations, and means are extracted. The K-means approach for clustering extracted features is provided. 

From the cluster, the proposed PSO-ANN classifier receives features as input. Through this enhanced classifier, we retrieve 

the related images to the query ones. 

Jha, J., & Bhaduaria, S. S. in (2020) [30] propose Use RGB Histogram (fast) color features and Histogram of Oriented 

Gradient texture data; the method extracts handcrafted characteristics. We utilized unsupervised machine learning, k-means 

clustering, to create a perfect cluster of images with minimal outliers. This approach has sped up the retrieval process by 

omitting the entire search for similarity matches in the dataset. The recommended modification has been made to the Dataset 

of Historical Monuments. 

Satish, B., & Supreethi, K. P. in (2021) [31] propose  the gathered data is preprocessed using normalization, and HOG is 

used to extract features. Then, the suggested ICNN is employed to classify query images, leading to the classification of 

relevant images. The suggested ICNN methodology is simple, fast, and order-independent. The new approach performs 

better than the existing algorithms on high-dimensional training setting regarding the learning scaling behavior, for 
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developing the ICNN technique classification and retrieval outcomes. 

Desai, Padmashree, et al. in (2021) [32] they propose CNN is used for feature extraction in Content-Based Image Retrieval 

systems, while SVM is used for classification. The application of SVM decreased the time necessary to get the results. SVM 

will calculate the distance between the query image's features and the complete dataset's features. Using Corel 1 K dataset. 

Karthik, K., & Kamath, S. S. in (2021) [33] They suggested an Model for retrieval of medical images utilizing a 

classification-based content-based image retrieval technique. The approach consists of a CNN-based model for categorizing 

medical images; the findings are used to facilitate the retrieval of related images. It was observed that the model produced 

effective retrieval outcomes. 

Khan, Umer Ali, et al. in (2021) [34] proposed A CBIR technique according to the genetic algorithm (GA), the hybrid 

features descriptor, and the support vector machine (SVM) classifier for image retrieval in a multi-class scenario. Precisely, 

we utilized the first three color moments, Daubechies Wavelet, Haar Wavelet, and Bi-Orthogonal wavelets, for the extraction 

of feature, refined the features by GA, and trained the multi-class SVM by one-against-all strategies: on 4 standard datasets—

WANG, CIFAR-10, Oxford Flower, and kvasir. 

Reena, M. R., & Ameer, P. M. in (2022) [35] proposed Deep learning features collected from the activations of the feature 

layer in a pre-trained network named ResNet-101, followed by dimensionality reduction with t-Distributed Stochastic 

Neighbor Embedding (t-SNE), are used to pick discriminant features for the image retrieval system. To obtain similar images 

from a database, Euclidean distance is utilized for the calculation of the similarity. 

 

4.  IMAGE RETRIEVAL METHODS 
This paper presents CBIR methods that extract information or features from the images. 

 
4.1 HANDCRAFT 

The content of an image is recognizable by visual components such as texture, color, and shape in the human visual 

system. So, this paper presents CBIR methods that extract information in global and local manners. 

 
4.1.1 GLOBAL IMAGE FEATURES HANDCRAFT 

In content-based image retrieval tasks, color, texture, shape, and spatial information are the most  frequently employed 

features that describe the image as a whole [36]. 

 

4.1.1.1 COLOR FEATURE  

The color feature is a fundamental visual feature used to retrieve images based on their color similarity. It is relatively 

resistant to background problems and independent of image size, orientation, and scale variations. Humans recognize images 

mainly based on their colors [37, 38]. Color features are the most intuitive and most dominant low-level image features 

which are very stable and robust in comparison with other image features such as texture and shape. Since these features are 

not sensitive to rotation, translation, and scale changes, they could apply to CBIR systems. What is more, the color feature 

calculation cost is relatively lower than other features [39]. 
 

A. COLOR HISTOGRAM  

The color descriptor has been frequently utilized in CBIR for image retrieval due to its stable and robustness. Image 

translation, rotation, and resizing have no effect on it. The color histogram is the most popular and straightforward way. The 

color histogram describes the probabilities of the three color channels' intensity. The Histogram of an image is calculated by 

counting the number of each color pixel in the image, with each color pixel included in separate bins [40]. The histogram is 

a graph that shows the number of color values falling in a number of resolution ranges or bins. From the image histogram, a 

set of features could be extracted which are named color histogram features [39]. 
 

B. COLOR CO-OCCURRENCE MATRIX  

The color co-occurrence matrix (CCM) is a typical technique for recording color variations in an image, which provides 

color characteristics. It calculates the chance of each pixel sharing the same color with its neighboring pixel. Each pixel in 

an image corresponds to four adjacent pixels, allowing each image to be represented by four image motifs of the scan pattern, 

which may then be assembled into four two-dimensional matrices [37]. Color texture analysis using color Co-occurrence 

Matrix (CCM) method is based on the hypothesis that the use of color features in the visible spectrum provides additional 

image characteristics over the traditional grey-level representation [41]. 

 
4.1.1.2 TEXTURE FEATURE  

Textures are visible patterns with similar unachievable features with a single color or intensity. Texture provides essential  

information on the structural organization of surfaces and their relation to their surroundings. The human eye recognizes the 

many texture features, such as regularity, directionality, smoothness, and coarseness [38, 42]. Another important element in 

visual perception is “Texture”. Texture also can be used to separate regions of interest in an image. Texture is also one of 

the most used low-level visual features that refer to innate surface properties of an object and their relationship to the 

surrounding environment and it also contains important information about the structural arrangement of surfaces and their 
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relationship with the surroundings. Texture can be defined as, “a region in the image has a constant texture if a set of local 

statistics or other local properties of the picture are constant, gradually differing or approximately periodic" [43]. 
 

A. GRAY-LEVEL CO-OCCURRENCE MATRIX (GLCM)  

GLCM) known as the Gray-Level Spatial Dependence Matrix (GLSD Matrix) is a statistical approach for analyzing texture determining 

the spatial link between pixels [44]. Gray-level co-occurrence matrix (GLCM) shows the spatial relationship between the pixels of a 

grayscale image. GLCM determines how many times two pixels with fixed values are adjacent. Two pixels are adjacent, if they are situated 

side by side horizontally, vertically or in any other direction [45]. 

 

B. WAVELET TRANSFORM  

Using a multi-resolution method, the wavelet transform [46] incorporates texture analyses and categorizations. In wavelet transform, an 

image is deconstructed based on shifted and stretched wavelet processes. Applying the filter bank to all columns of the image and rows of 

the resultant coefficient facilitate a discrete wavelet transform in two dimensions [37]. Wavelet transform could be applied to images as 

2-dimensional signals. To refract an image into k level, first, the transform is applied on all rows up to k level while columns of the image 

are kept unchanged. Then this task is applied to columns while keeping rows unchanged. In this manner frequency components of the 

image are obtained up to k level. These components are LL which is an approximation of the image and HL, LH, and  

 

HH which are horizontal, vertical, and diagonal frequency details. These frequency components in various levels let us to better analyze 

the original image or signal [39]. 

 

4.1.1.3 SHAPE FEATURE  

 Important for recognizing and distinguishing real-world items are shaped features (SF). They are humans' most prominent 

visual cues for checking/matching similarity. Two types of SF exist region-based (RB) and contour-based (CB). RB pulls 

characteristics from the entire object, whereas CB calculates SF from the object's boundary [47]. The extraction of shape 

features is performed primarily to capture the shape properties (such as moment, region and boundary, etc.) of the image 

items. Such extraction facilitates the storage, transmission, comparison and identification of shape. It is crucial that the 

features of shape are robust to rotation, translation and scaling. Studies have been carried out to figure out the best way to 

discover the features of shape to allow the storage, transmission, or recognition of shape. In this regard, no mathematical 

transformation is involved in the shape features selected. For each pixel, the colored image has three values, and for 

extracting the shape features, the RGB color image is converted to grayscale image [48].  
  

A. FOYRIER DESCRIPTORS  

This technique requires applying Fourier transform to the image's shape boundaries. The coefficients of the Fourier transform 

are typically referred to as the shape's Fourier descriptors (FD)descriptors of the shape. They are durable and straightforward 

to derive. The noise does not affect Fourier descriptors [47]. Fourier transform is a classic technique in the field of 

conventional digital image processing that converts images to be processed from the spatial domain to the frequency domain. 

And then, the images further processed by various filters are converted back to the spatial domain by inverse Fourier 

transform. One of the most commonly used filters is the low-pass filter which attenuates the high-frequency content of the 

image in the frequency domain and preserves low-frequency content that contains most of the information, which can 

suppress noise and smooth (or blur) the images. In recent works, some improved variants of the Fourier transform and 

various filters are widely used in various sub-fields of image processing [49]. 

 
4.1.2 LOCAL IMAGE FEATURES HANDCRAFT 

They are typically obtained by splitting the image into segments or calculating specific essential locations including corners, 

edges and blobs. Local characteristics are invariant concerning scale, rotation and translation [37]. It has also been 

demonstrated that local feature descriptors are more effective at enhancing the performance of the CBIR system. The LBP, 

HOG, scale-invariant feature transform (SIFT), and speeded-up robust feature (SURF) methods are commonly employed 

today for the extraction of the local image features. 

A. LOCAL BINARY PATTREN (LBP)  

The LBP code is the binary texture analysis approach version comparing the value of the central pixel to its surrounding 

pixels. LBP is resilient due to its invariant to monotonic grayscale modifications. LBP is also computationally 

uncomplicated. It is unable to retain global spatial information [50]. LBP was used mainly in texture classification but its 

computational ease leads it to be further used in medical imaging, image classification, object tracking, and facial expression 

recognition. This method uses a small window of an image. Each of the N neighboring pixels surrounding the center pixel 

is compared to the center pixel and a binary value (0 or 1) is assigned based on this intensity difference. The final result is 

obtained after multiplying these bits with specific weights. The center pixel is replaced with this value, the binary pattern 

value for that center pixel. Thus by replacing each center pixel with its binary pattern value a local binary map of the image 

is generated in its gray level. A histogram of this local binary map is calculated to create the feature vector [51]. 

 

B. HISTOGRAM OF ORIENTED GRADIENT (HOG)   

Locally normalized feature descriptor that outperforms other well-known feature descriptors, including wavelet. HOG 

describes a local item's shape and appearance based on the direction of the object's edge or the distribution of local intensity 

gradients, even if specific information about corresponding angles or edge placements is not known [36]. The basic idea of 
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the HOG algorithm is to use the gradient information of each pixel to extract discriminating features. HOG features are 

normally extracted from various window sizes in the image [52]. The process of computing HOG starts by dividing the 

image into cells and grouping the cells in the blocks. The gradient magnitude and gradient orientation are computed for all 

pixels within the block [53]. 

 

C. SCALE INVARIANT FEATURE TRANSFORM (SIFT)  

The SIFT identifies extrema in scale space and extracts invariants of location, scale, and rotation. The SURF is an effective 

method of the SIFT using the factor of the Hessian matrix to detect feature points and hastens processes with integral graphs 

[50]. The SIFT detector extracts a number of attributes from an image in such a way that is reliable with changes in the 

lighting impacts and perspectives alongside other imagining viewpoints. The SIFT descriptor will distinguish nearby 

elements of an image [54]. SIFT was developed by David Lowe in 2004 as a continuation of his previous work on invariant 

feature detection, and it presents a method for detecting distinctive invariant features from images that can later be used to 

perform reliable matching between different views of an object or scene. Two key concepts are used in this definition: 

distinctive invariant features and reliable matching. The reason SIFT gives better and more reliable matching than those 

obtained from its predecessor descriptors lies in the cascade filtering approach that is used to detect the features which in 

return transforms the image data into scale-invariant coordinates relative to the local features. Lowe formulated SIFT 

algorithm into four major computational stages: a)Scale-Space Extrema Detection b)Keypoint Localization c)Orientation 

Assignment d)Keypoint Descriptor [55]. 

 
4.2 TRADITIONAL LEARNING  

CBIR can be implemented using machine learning algorithms which can be used to alleviate any ambiguity in results. Can 

be used to enhance the learning process to abridge semantic gaps between the user and CBIR and abate the imbalance of 

classification problems, imbalance, and insufficient training set issue. 

 

4.2.1 DIMENSIONALITY REDUCTION 

Dimensionality reduction is the elimination of redundant information on high-dimensional properties. Typically, two 

methods reduce the dimension of a feature: feature extraction and mapping. Feature extraction is selecting a subset of high-

dimensional features, whereas feature mapping is mapping high-dimensional features to low-dimensional features via a 

function [56]. The essential aspect of the CBIR system is the effective extraction of image features [57]. 

 

A. PRINCIPAL COMPONENT ANALYSIS (PCA)   

PCA is one of the most used data dimension reduction algorithms. It is an orthogonal feature transformation technique that 

transforms correlated sampled variables into uncorrelated linear sampled variables. These new variables are primary 

components because they resemble the original variables (PC). Features are linearly integrated to generate multiple 

characteristics, facilitating the computation of maximum variance [58]. 

 

B. T-DISTRIBUTED STOCHASTIC NEIGHBOR EMBEDDING (T-SNE)  

t-SNE (t-distributed Stochastic Neighbor Embedding) is recognized as one of the most effective dimensionality reduction 

and data visualization technologies [59].It is a probabilistic strategy for visualizing high-dimensional data in 2D or 3D space, 

seeking to retain the local structure of the data as much as possible in the low-dimensional area. Despite the initial 

introduction of data visualization, the cluster high-dimensional data at any Euclidean distance has been expanded [60]. 

 

C.  LINEAR DISCRIMINANT ANALYSIS (LDA)  

It is a supervised, linear FEA. Nevertheless, other writers assert that LDA can also function as a linear classifier. LDA shows 

a new feature space to project data to maximize the separability of classes. It takes from a dataset's independent features best 

differentiate the types (dependent features). Therefore, the number of components produced is less than the number of classes 

[61]. 

 

4.3 IMAGE CLASSIFICATION  

A. RANDOM FOREST (RF)  

Random forest [62] is a simple, controlled classification method that functions fast on massive datasets, analyses tens to 

thousands of input instances without variable elimination, and recognizes essential classification characteristics. Regarding 

outliers and noise, it is reasonably robust. In contrast, each tree constructs itself differently from other trees in the same forest 

and frequently chooses its features randomly. After making the forest, each decision tree in the forest determines which class 

(for classification) this input data belong to, then the model chooses the most specific type (majority voting) [63]. 

 

B. SUPPORT VECTOR MACHINE (SVM)  

It's a supervised machine learning technique that conducts categorization using labeled training data. The Support Vector 

Machine (SVM) is an efficient classifier [64, 65]. The low-level feature and the desired outcome play a crucial role in the 

data training process. In machine learning, the returned query image feature is used as input to determine the query image's 

image categorization. Examine the design of a CBIR system for non-texture image databases with multi-class SVM classifier 

integration. It is noted that the dimension and distance of the query image's feature vector relative to the database are 
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dramatically reduced, resulting in more similarity between classes [38]. 

 

C. K-NEAREST NEIGHBORS (KNN)  

One of the simple algorithms is the nearest neighbor algorithm, where the data are distributed in the hyperdimensional space, 

and the computation takes place depending on the "K" nearest neighbors by simply copying the labels of the weight without 

any specific effects on computation for prediction. Even though it is computationally intensive, it is very simple to implement 

[66]. The closest neighbor has the most similar data [67]. 

 

D. K-MEANS CLUSTERING  

K-means is one of the most straightforward unsupervised learning techniques for solving the well-known clustering 

problem. A simple method is used to divide a given data set into a specified set clusters. The central concept establishes k 

centers, one for each cluster. These centers are located ingeniously as various locations produce varied outcomes. 

Therefore, arranging them as far apart as feasible would be preferable [68]. 

 

4.4 DEEP LEARNING 

Deep learning is a subclass of machine learning consisting of a family of machine learning algorithms that aim to model 

high-output data by employing deep structures constructed with several indirect conversions [69].The application of image 

retrieval has dominated the majority of deep learning experiments [70].It has been demonstrated that deep learning gives 

superior performance in data processing due to improved image accuracy. Among the deep learning algorithms, 

convolutional neural networks are suitable for image [71]. 

 

4.4.1 NETWORK TYPES FOR IMAGE RETEIEVAL  

4.4.1.1 CONVOLUTIONAL NEURAL NETWORKS (CNN)   

In CBIR, convolution neural networks are crucial permitting the extraction of particular traits utilized for the creation of an 

effective description [72]. Similarity assessments based on diverse information, including shape, text, color, and texture, as 

well as characteristics gathered inside convolutional neural networks (CNNs), are utilized to bridge the semantic gap between 

imaging features and high-level visual concepts [73]. There are three basic types of layers, each consisting of three layers: 

convolution layer (Conv layer) (feature extraction), pooling layer (dimensionality reduction), and fully connected layer [74]. 

The Conv layers are comprised of a sequence of convolution kernels, each extracting various features from the input images, 

beginning with simple features including edges and forms and progressing to more complicated and specific features [75]. 

The activation layer is a non-linear operation of CNN models learning the non-linear representation of the output volumes 

of the previous Conv or FC layer by non-linear activation functions: Sigmoid, Tanh, or rectified linear activation function 

(ReLU) [76, 77]. Using non-linear numerical operations such as average-pooling, sum-pooling, or max-pooling, the POOL 

layer can reduce the spatial dimensions of the derived feature maps and the number of network parameters. A max-pooling 

function, for instance, separates input data into non-overlapping rectangles and stores the maximum value for each region 

[78]. A layer that is completely connected resembles a flattened vector and acts as a bridge between the two-dimensional 

convolutional and the one-dimensional Softmax layers. The latter receives information from the completely connected layer 

and computes the possibilities of every class by normalized exponential functions, and returns the classification result for 

the course with the highest possibility [79, 80]. Below Figure (3) shows the Illustration of a typical architecture of CNN. 
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FIGURE 3. Illustration of a typical architecture of CNN. 
  

4.4.1.1.1 TRANSFER LERNING (CNN PRETRAINED MODEL) 

A. VGG-16 

VGG (Visual Geometry Group) model with 16 network layers. The dataset they used is the ILSVRC 2012 dataset. The 

model exceeds the previous generation of models, which won the ILSVRC-2012 and ILSVRC-2013 competitions [57]. The 

Visual Geometry Group network (VGG-16) serves as a highly accurate feature extractor. The input image to the VGG-16 

network is of fixed size, i.e., 3×224×224. It is passed through a stack of various convolutional layers of different receptive 

fields. The stride rate for convolutional layers and pooling layers remains the same throughout the VGG-16 network which 

is 3×3 with stride 1 in the convolutional layer and 2×2 with stride 2 in the pooling layer. The first two convolutional layers 

have 64 and 128 filters, respectively. The rest of the convolutional layers include 256, 512, and 512 filters, respectively. 

Border pixels are padded before each convolutional operation, which can preserve the feature maps size the same as the 

input. The VGG-16 ended with three fully connected layers. The first two FC layers consist of 4096 neurons while the final 

FC layer compresses the features to 1000 dimensions [81]. 

B. ResNet  

The second pre-trained CNN model is ResNet, a convolutional neural network that consists of several layers deep. Both this 

model and the previous model are trained on more than a million images from the ImageNet database [82]. Deep residual 

network or ResNet. This architecture is formed to defeat quandaries in deep learning training because deep learning training, 

in general, takes quite a lot of time and is limited to a certain number of layers. The explication of the intricacy  

 

introduced by ResNet is to apply to skip connection or shortcut. The advantage of the ResNets model compared to other 

architectural models is that the performance of this model does not decrease even though the architecture is getting deeper. 

Besides, computation calculations are made lighter, and the ability to train networks is better [83]. This approach is 

predicated on the notion that the next layer must learn new and distinct information from the prior input. [65].  

4.4.1.2 HOPFIELD NETWORK  

A Hopfield net is a recurrent neural network with a synaptic connection pattern such that the activity dynamics are governed 

by an underlying Lyapunov function. State of the system evolves to a (local) minimum of the Lyapunov function from any 

initial state [84]. 

4.4.1.3 SIAMESE NETWORK 

A Twin/Siamese network is a form of neural network that uses the distance between image pair feature [8]. It consists of 

two indistinguishable subnetworks with a similar configuration and shared characteristics. These networks achieved 

widespread popularity for tasks involving the identification of similarities between two data points with their corresponding  

identical subnetworks, with a third module combining their outputs to provide the last results [85] . 

5.  CONCLUSION  

The main focus of this study is to present an overview of different techniques that are applied in different research models.  

it is summarized that image features representation is done by the use of low-level visual features such as color, texture, and 
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shape called handcraft and high-level visual features such as human interpretation. CBIR and image representation are with 

traditional machine learning approaches that have shown good results in various domains. Optimization of feature 

representation in terms of feature dimensions can provide a strong framework for the learning of classification-based models 

and it will not face the problems like overfitting, also several research in CBIR, utilize deep neural networks and they have 

shown good results on many datasets.  this work is a recent review of the methods of image retrieval. where this article 

focuses primarily on content-based image retrieval in the years 2020, 2021, and 2022. A complete taxonomy is offered in 

various retrieval methodologies, network types, descriptor types, and classifications types. It is clear that CBIR has made 

great progress in theory, technology, and application. However, there are still many challenges, especially with the 

emergence of big data and the utilization of deep learning techniques, which will play an important role in artificial 

intelligence in the future for our daily life. 
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