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1. INTRODUCTION 

Web application vulnerabilities refer to security weaknesses that can lead to various types of attacks, including, but 

not limited to, remote code execution, Structured Query Language injection (SQL-i) and remote file addition. 

According to the Open Web Application Security Project (OWASP) statistics, SQL-i attacks are prevalent and 

frequently launched against web applications [1, 2, 3]. 

The proliferation of web applications and their indispensable role in facilitating data exchange and task completion 

across various domains has necessitated developing, safeguarding and identifying vulnerabilities in these applications. 

Hence, considering the impacts of the three fundamental information security principles—confidentiality, integrity and 

availability—on web applications is imperative [4]. 

The SQL-i attack is a prevalent form of attack against web applications and is considered one of the top 10 

vulnerabilities as per the OWASP classification. SQL-i attacks vary and occur when an assailant modifies the query 

entered on restricted data or makes unauthorized alterations to the data. The insufficient validation of user input is the 

most prevalent cause of SQL-i attacks, and considering this insufficiency during the application design phase is 

imperative for developers [2, 3]. 

 

The increasing daily transactions and exchange of data in many areas have made data susceptible to attacks and 

illegal access. SQL-i attack is one of the common attacks. Standard methods such as static and dynamic analysis to 

detect and prevent these attacks can provide sufficient results. However, these methods do not work effectively because 

static analysis yields large false positive results, which affects the CIA of data for organizations and individuals. As for 

dynamic analysis, it requires a large amount of time to classify the type of payload sent by the client, which affects the 
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availability of data when needed. Hence, it is necessary to develop another approach to address these problems and 

detect attacks against them. 

This research presents a model for classifying the type of payload sent by a client using Logistic Regression (LR) 

with the Singular Value Decomposition (SVD) technique to overcome the previous studies, that often did not examine 

the time required to classify the type of payload sent by the client and whether it is benign or harmful. Additionally, 

they did not address the impact of incorrect predictions on the three information security principles of CIA. Hence, the 

objectives of this research are as follows: 

Research Motivation and Expected Outputs 

• Building a model using Machine-Learning (ML) techniques that classifies the loads sent by the user as 

whether they contain malicious or normal loads. 

• Using the SVD technique to select the best features when building the model. 

• Analyzing false predictions and their impact on the CIA of data for individuals and institutions. 

Expected Outputs 

• Obtaining the highest accuracy and the lowest number of incorrect predictions. 

• Achieving the shortest time during the testing phase while implementing the model. 

• Conducting a comprehensive analysis on the impact of false predictions regarding False Positive (FP) and 

False Negative (FN) on the confidentiality, integrity and availability of data. 

In this research, we propose a model to detect SQL-I attack by building a model applying LR with SVD, which 

classifies the type of payloads sent by the client. However, the contributions of this model are as follows: 

Primarily, building a trained model using LR with the SVD technique, which works to classify the type of demand 

sent by the client, determining if the sent request contains malicious or natural commands. This model prevents clients 

from sending their direct requests to the database without sufficient verification of these entries, thus protecting the 

server layer from illegal access. Additionally, it reduces the time required to identify the class of the sent payload by 

using one of the data dimensionality reduction techniques (SVD) and choosing the best features to enhance efficiency 

and increase classification accuracy. 

The second contribution involves studying the impact of incorrect predictions and their implications for the CIA of 

data. 

This paper is organized into several sections as follows: The second section discusses previous studies on the topic 

of interest. The third section describes the theoretical dimension. Section 4 explains the proposed model designed to 

detect SQL-i attacks. Sections five and six elucidate the results and draw conclusions. 

 

 

2. RELATED WORK 

This section provides an overview of previous studies on the using ML techniques to detect SQL-i attacks from 

2021 to 2023: 

1- S. S. A. Krishnan et al. [5] introduced an ML-based model to identify the issue of SQL-i detection. 

Primarily, using classification methodology to evaluate whether an incoming input comprise an 

SQL-i or plain text. The issue is subsequently classified utilising various ML algorithms, including 

the Support Vector Machine (SVM), the Convolutional Neural Network (CNN), the Passive–

Aggressive classifier, the Naive Bayes (NB) classifier and LR. The NB classifier exhibits a 95% 

accuracy rate, while the SVM and Passive–Aggressive classifier demonstrate a 79% accuracy rate. 

Meanwhile, LR yields a 92% accuracy rate. Supervised learning methods employ multiple 

elementary classifiers to minimise error and enhance precision, resulting in more precise outcomes. 

CNN is employed to address the SQL-i classification issue, as opposed to alternative 

methodologies. The CNN algorithm can achieve an impressive 79% accuracy rate by concurrently 

adjusting and assessing numerous factors through automation. 

2- O. Hubskyi et al. [6] aimed to construct a neural network framework to identify potential SQL-i 

hazards by analyzing HTTP requests. The methodology entails the classification of URL data into 

two distinct categories, namely, malicious and benign events. The text provides additional 

information regarding the expected precision of SQL-i detection through a numerical identification 

parameter. 

3- N. Gandhi et al. [7] proposed the CNN–bidirectional LSTM (BiLSTM)-based model, which 

demonstrates high effectiveness in detecting SQL-i. This is achieved through the extraction of 

query information via convolutional layers. The BiLSTM architecture facilitates the acquisition of 

extended temporal relationships by appropriately sequencing data in forward and backward 

directions. CNN is utilized to conduct initial feature extraction. The feature extraction process from 

an embedding matrix involves utilizing a single-dimensional convolutional layer, which employs 
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filters of varying kernel sizes—specifically, filters with dimensions of 128, 256 and 512 and kernel 

sizes of 3, 4 and 5. The Bi-LSTM model can analyze data in forward and backward directions in 

time, leading to the generation of more intricate interpretations. In the end, the system navigates 

through two fully interconnected layers before reaching a SoftMax layer, scrutinizing the input to 

ascertain whether it is a malicious or benign query. The proposed CNN–BiLSTM model exhibits a 

remarkable 98% accuracy rate and outperforms alternative ML algorithms. 
4- W. Zhang et al. [8] employed a Deep Neural Network (DNN) architecture to address SQL-i attacks 

on web applications. The model uses the Rectified Linear Unit (ReLU) to relieve loss and the 

dropout technique to enhance the model’s generalization capability. The training phase contain the 

conversion of a dataset into a word vector utilizing word pause, followed by the formation of a 

sparse matrix, which is then passed to the method. The model achieves an accuracy rate 96%. 

5- M. Alghawazi et al. [9] proposed a Deep Learning (DL) architecture that uses Recurrent Neural 

Network (RNN) autocoding to identify SQL attacks. In this paper, an RNN autoencoder with 

differing optimization techniques have been applied to a comprehensive SQL-i dataset. The 

outcomes show that the suggested method has an accuracy of 94% and an F1 score of 92%, 

underscoring the significance of the RNN autoencoder in recognizing SQL attacks. The 

effectiveness of the more intricate RNN autoencoder design for recognizing SQL attacks warrants 

further investigation. Additionally, it is recommended that the dataset used in this study be 

expanded and implemented in real-world scenarios in future studies. 

3. THEORETICAL AND BACKGROUND 

3.1 PRINCIPLE INFORMATION SECURITY 

 This section presents the fundamental concepts of information security, crucial elements in protecting web 

applications and maintaining data confidentiality, availability and integrity. 

Confidentiality pertains to safeguarding confidential data and information from unauthorized access by 

individuals or entities. Specific customers or clients may engage in unauthorized attempts to gain ownership of other 

users’ data with malicious intent. 

Integrity relates to ensuring data accuracy. Data should be kept inaccessible to individuals lacking necessary 

authorization. Due to their accessibility via the Internet, web-based services are highly susceptible to attacks that 

compromise data integrity. Consistency, accuracy and reliability are imperative for data throughout its life cycle. 

Implementing multiple backup measures to mitigate the risk of data loss or corruption is a widely adopted approach 

towards preserving data integrity. 

Availability is the third most crucial aspect of data security. This standard concerns the prompt delivery of crucial 

information from Internet-based applications to end users. Insufficient data regarding customer location can lead to 

substantial and irreversible financial damages [10, 11]. 

 

3.2 STRUCTURED QUERY LANGUAGE INJECTION (SQL-i) 

OWASP classifies Structured Query Language injection (SQL-i) attacks as one of the most dangerous attacks 

towards web applications. Various techniques are employed to illicitly access databases of web applications and 

acquire information for this form of assault. SQL-I attack transpires when the initial query is unlawfully altered to 

violate prevailing limitations on the query string. The attack is an inadequate validation consequence of transmitted 

requests [2, 3]. 

Structured Query Language (SQL) is the language used to manage databases, but it is also the target of one of the 

most dangerous attacks on web applications, known as SQL-i. This attack is carried out by attackers who tamper with 

server databases, resulting in data loss, deletion, modification and copying. The consequences of a successful SQL-i 

can have a significant impact on the overall security of the system, including confidentiality, data integrity and 

availability. 

In the context of exploiting SQL injection vulnerabilities, an attacker injects malicious SQL statements during the 

interaction between the database server and the client. SQL is used to write queries and interact with Database 

Management Systems (DBMSs). The goal of malicious SQL statements is to use them to extract sensitive information 

or modify data in the database in an unauthorized manner. The success of this type of attack can lead to the leaking of 

confidential information, the manipulation of data, or even the destruction of the entire database. In addition, successful 

SQL-i attacks can sometimes bypass database boundaries and execute unauthorized commands on the host operating 

system, which can lead to more serious repercussions [12]. 

SQL-i vulnerabilities can be detected in any parameter used in a database query, enabling an attacker to launch a 

SQL-i attack. These vulnerabilities are a type of security attack that allow attackers to execute malicious queries on the 
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database in unauthorized ways. This scenario is known as an injection mechanism and can be classified into four main 

types: 

1. Injection through Cookies: SQL-i vulnerability can be exploited through cookies. Cookies carry information 

created and stored on the client side of web applications. When a customer returns to an application, these files are 

used to restore its previous state information. An attacker can exploit this vulnerability by modifying the content of 

cookies. For example, if a web application uses cookie content to generate SQL queries, an attacker can easily send 

an attack by including malicious data in its cookie file. 

2.  Injection through User Input: An injection can be an exploit performed through user input, and is a 

commonly used way to target vulnerabilities. In this case, the user-supplied input is not monitored or controlled, and 

instead, is included directly in the SQL expression. 

3. Injection through Server Variables: This represents a different type of vulnerability exploitation. Server 

variables include a variety of information such as network headers and environment variables. Web applications 

handle these variables in multiple ways, such as recording site usage statistics and monitoring browsing trends. 

When these variables are registered in the database without taking adequate security precautions, it can open the 

door to vulnerabilities that allow SQL-i to occur. 

4. Second-degree Injection: This type of security attack is difficult and complex to detect. These attacks involve 

two stages. At first stage, part of the malicious data necessary to carry out the attack is entered, that will be activated 

in the second stage. For example, when registering on a web server, an attacker can use the username “‘admin’–” to 

compromise the system. Once logged in successfully, the attacker can modify the password of the newly-created 

user. A malicious query typically appears as follows: 

UPDATE users SET password = ‘newpwd’ WHERE username = ‘‘admin’–’ AND password = ‘oldpwd’ 

Since “–” in SQL marks the beginning of comments, everything that comes after it will be ignored, so the attacker 

will modify the administrator password [13]. 

 

4. METHODOLOGY 

This section outlines the various stages of constructing a model utilizing ML or deep learning (DL) techniques. 

The diagram presented in Figure 1 illustrates the sequential phases involved in constructing a model that classifies SQL 

queries transmitted to web application databases. 

The first stage involves collecting data containing malicious and benign payloads, which will be used to train the 

proposed model. In the second stage, preprocessing is performed on the collected data. The third stage involves 

dividing the prepared data into two sets, one of which is used for training and the other for testing. In the fourth stage, 

the first part of dataset is used to trains the proposed model. The second part of dataset is used in the fifth stage to test 

the model. In the sixth stage, the performance of the model is evaluated using the confusion matrix and a variety of 

metrics. 
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FIGURE 1. Stages of building an ML model 

4.1 SQL-i DATASET 

The initial step in implementing ML algorithms involves acquiring data, which is subsequently utilized for model 

training and testing. This study employs a dataset comprising 18,900 instances of detrimental and benign requests. The 

dataset is partitioned into two subsets. The initial phase pertains to the model training process, encompassing 80% of 

the complete dataset, whereas the remaining subset is allocated for model testing and evaluation, representing 20%. 

The figure below represents a sample of the data set used in this model. 

Objective Attribute Dependent Attribute 

Use CountVectorizer to turn a string into a 

vector value by deleting characters. 

Terms that are used too often may be filtered 

out using the Max df function. 

Min df is a tool for filtering out low-frequency 

words. 

Remove stop words. 

Combine dependent and decision attributes after preprocessing and SVD. 

SVD 

 

Test Set  Learning Set 

Apply Logistic Regression  

Prediction Model to classify SQL 

payloads   

 

Evaluation Model  

Dataset in its Raw Form 

New Dataset 
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FIGURE 2. Dataset before applying pre-processing 

 

4.2 DATA PREPROCESSING 

The second stage represents the application of preprocessing to the data set, and it is necessary to distinguish 

between state attributes and decision attributes to facilitate data preprocessing. This stage is crucial in building any 

model because it enables proper fitting of the data and elimination of redundant values and outliers. 

Preprocessing is necessary for utilizing ML models, as datasets may frequently need to be more intelligible to 

them. The primary aim of this methodology is to facilitate data preparation. The data preparation process involves the 

following: 

• Minimizing data quantity. 

• Establishing connections among data. 

• Standardizing data. 

• Eliminating anomalies and redundant values. 

• Eliminating null values [14]. 

Numeric vectors are utilized to represent textual data to overcome ML methodology constraints in processing 

natural language. As an illustration, all phrases can be encompassed by an isolated vector, whereas article words can 

denote specific category attributes. Converting data into vector format is commonly referred to as vectorization [15]. 

Regarding text vectorization, CountVectorizer and TF–IDFVectorizer have frequently utilized options. The 

CountVectorizer method is a traditional approach to producing class attributes and acquiring numerical attributes from 

textual information. To optimize the system training process, considering prevailing words and phrases present in the 

training text is imperative. The CountVectorizer tool can determine the frequency of occurrence of individual words in 

a given text. The outcome above is attained via implementing the salubrious transformation function of the matrix, 

which produces a matrix comprising word frequencies [16]. 

The following algorithm depicts the preprocessing phase utilizing CountVectorizer. 
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Algorithm 1: Data preprocessing using CountVectorizer 

Input: Dataset before preprocessing 

Output: Word array 

Begin: 

Phase 1: The CountVectorizer method converts a given string into a dictionary. 

Phase 2: Minimizes the frequency of recurring terms. 

Phase 3: Eliminates the least commonly occurring repetitions. 

Phase 4: Removes stop words. 

Phase 5: Converts all vocabulary words to lowercase. 

Phase 6: Organizes the vocabulary in ascending order (recommended). 

Phase 7: The presence of a term in the text is denoted by 1, whereas its absence is indicated by 0. 

Iterating from Steps 1 to 7 once again to convert the residual text within the dataset into numerical values is 

necessary. 

 

End  

 

 
4.3 TRAINING AND TESTING 

In ML, splitting data involves partitioning datasets into two subsets. One subset is utilized for training the 

prediction model, while the other subset is reserved for testing and evaluating model performance. This study employs 

the holdout technique, which involves partitioning the dataset into two subsets: a training set comprising 80% of the 

data and a testing set comprising the remaining 20% [17, 18]. 

 

The following table shows a breakdown of the dataset that will be used in this model. 

 

Table 1. - INFORMATION OF DATASET 

Name of Dataset Number of Instances Learning 80% Testing 20% 

SQLIA 18900 15120 3780 

 

 

4.4 PREDICTION MODEL 

The fourth stage involves building a model to specify the type of SQL requests sent by the user. There are various 

standard methods for analyzing requests sent by the user and classifying them as containing malicious or normal 

payloads, such as static, dynamic and hybrid analysis. However, these standard methods have several disadvantages. 

The static analysis method has a high percentage of FP because the model only analyzes the source code and lacks 

accuracy in classifying new attacks. Dynamic analysis, on the other hand, analyzes requests during runtime, which 

consumes a significant amount of time to classify the type of payload, impacting the CIA of data within the required 

timeframe [19]. To address this issue, ML techniques were employed by training and testing the model on real data 

containing both malicious and natural payloads. This approach yields accurate results as the model learns from the data 

it was trained on, enabling it to predict new payloads that may be malicious. In addition, the model achieves faster 

classification of the type of payload sent by the user by using auxiliary techniques to choose the best features, such as 

Principal Component Analysis (PCA) and SVD. 

ML models are categorized into groups: Supervised, Unsupervised, Semi-supervised and Reinforcement Learning. 

This section will provide an overview of these ML techniques. 
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Table 2. - SUMMARY OF ML TYPES 

Type of Learning Model Examples 

Supervised Algorithms or models learn from 

labeled data using a task-based 

approach. 

Classification, regression 

Unsupervised Algorithms or models use unlabeled 

data using a data-driven approach. 

Clustering, associations, 

dimensionality reduction 

Semi-supervised Models are created using a collection 

of data, whether it is labeled or 

unclassified. 

Classification, clustering  

Reinforcement Models receive rewards or 

punishments according to an 

environment-driven approach. 

Classification, control 

 

In the ML and data science literature, a range of classification techniques have been proposed, below are the most 

commonly used methods: 

• Decision Tree (DT). 

• Extreme Gradient Boosting (XGBoost). 

• Linear Discriminant Analysis (LDA). 

• Support Vector Machine (SVM). 

• Adaptive Boosting (AdaBoost). 

• Logistic Regression (LR). 

• Naive Bayes (NB). 

• K-nearest Neighbors (KNN). 

• Random Forest (RF). 

• Stochastic Gradient Descent (SGD) [20]. 

 

This research employs the LR model, which is a supervised ML approach. The paradigm above classifies requests 

into two distinct groups: safe (category 0) and unsafe (category 1). This approach endeavors to establish a classification 

that precisely depicts the correlation between independent and dependent variables. 

The LR approach is founded on the linear regression methodology, as demonstrated in Equation 1. 

.     (1) 

Equation 1’s predictive performance is suboptimal when the input values are binary. As a result, Equation 2 is 

utilized to forecast the target feature values accurately. 

 

 (2) 

The utilization of Equation (3), commonly used as the sigmoid function, enables the preservation of the value of 

 within the range of (0, 1). Subsequently, the objective is to identify a numerical quantity such that the probability 

of y being equal to 1 given x, denoted by p (y = 1|x), is maximized when x is a member of the ‘1’ category but 

minimized when x is a member of the ‘0’ category, which is equivalent to having a significant probability of y being 

equal to 0 given x, that is, p (y = 0|x). 

       (3) [21, 22] 

4.5  SINGULAR VALUE DECOMPOSTION (SVD)  

Upon completion of the preprocessing stage and subsequent conversion of words into a set of vectors utilizing the 

CountVectorizer, the resultant dataset exhibits high dimensionality. This, in turn, adversely impacts the model 

performance concerning the time required to classify sent requests. Thus, SVD is employed to decrease the amount of 

data returns and minimize the impact on model efficiency. 

SVD can be defined as a mathematical method that enables the derivation of matrix representations. It can also 

represent matrices with high dimensions in low dimensions by discarding less significant components and producing 

approximations with suitable ranks [23]. 

Equation (4) is referred to define SVD as follows: 

Am*n=Um*r * ∑r*r * VT
r*n      (4) 
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where: 

A: denotes the matrix of MxN. 

U: denotes the matrix of MxM (its vector is orthogonal, the vector in U is regarded as a left singular 

vector). 

∑: represents the matrix of MxN (all elements are 0 and diagonal items, referred to as singular value). 

VT: which is transposition of V, represents the matrix of NxN (its vector is orthogonal; the vector in V is 

referred to as a right singular vector). 

Multiplying the three matrices on the right produces a matrix that is near to A, as r is closer to n and the 

multiplication outputs are likewise closer to A. The area of the combined matrices is also less than that of the original A 

matrix. Therefore, only matrices U and V must be stored when the original matrix A is represented in reduction space 

[24]. 

 

4.6  PERFORMACE EVALUATION MEASURES OF THE PREDICTION MODEL 

The next section explains the six stages of the model building process, which involves evaluating the model for 

verification using a set of metrics. The mentioned metrics are derived from a confusion matrix that includes different 

values. Table 3 displays the confusion matrix values related to four distinct classes, namely, FP, FN, true negatives 

(TN) and true positives (TP), which serve as the classified outputs of several measurements. 

Table 3. - CONFUSION MATRIX 

 Predict class 

Class X Class Y 

True class 
Class X TN FP 

Class Y FN TP 

 

TP: Used to indicate instances that are classified as malicious and are actually harmful. 

FN: Refers to the case where a payload pattern is classified as malicious but is actually benign. 

FP: Refers to an entity that is mistakenly classified as harmless despite being malicious. 

TN: Concerns cases that are correctly classified by the model as benign loads [25, 26]. 

In this research, a set of measures are used, as shown in the following equations: 

Accuracy refers to the overall number of accurate predictions, encompassing positive and negative classes. The 

following notation represents a mathematical equation: 

  (5) 

Precision is a metric that calculates the ratio of TP to the sum of TP and FP. The mathematical expression is formally 

specified as follows: 

  (6) 

Recall refers to the ratio of TP to the sum of TP and FN. The mathematical formula is formally specified in the 

following manner: 

 

   (7) 

 

F1 score refers to the proportionate mean of accuracy and recall. The following is the mathematical expression: 

     (8) [27, 28]  
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5. RESULT AND DISCUSSION 
This section shows the results of the proposed model. 

 

5.1 HARDWARE AND SOFTWARE REQUIREMENTS 

In developing a model or system, considering some software and hardware requirements is necessary. Tables 4 and 

5 present the required standards. 

 

Table 4. - SOFTWARE PREREQUISITE 

Software Prerequisite 

Programming Language Python Programming Languages (Spyder (Anaconda3)) 

System Type 64-bit OS, x64-based Processor 

 

TABLE 5. - HARDWARE REQUIREMENT 

Hardware Prerequisite 

Processor Intel(R) Core (TM) i7-5500U CPU @ 2.40GHz 2.40 GHz 

Installed Random Access 

Memory (RAM) 

8GB RAM  

GPU AMD Radeon Graphics Processor HD (8500M) 

Hard Disk 500 GB 

 

 

5.2 RESULT OF THE PROPOSED MODEL  

This section details the outcomes of utilizing an LR approach with SVD to identify potentially malicious payloads 

within SQL queries transmitted from clients to servers. The following table presents a summary of the obtained results. 

TABLE 6. – PREDICTION MODEL RESULT  

Sequence Parameter Name Value 

1.  Learning Phase Score 98.43 

2.  Test Phase Score 98.20 

3.  Time Complexity 0.0029 

4.  Accuracy 98.20 

5.  Precision 98.02 

6.  Recall 99.65 

7.  F1_score 98.20 

8.  TP 2881 

9.  TN 831 

10.  FP 58 

11.  FN 10 

 

A comparison between the previous studies and our model is shown in the following table. 

TABLE 7. – COMPARION BETWEEN PREVIOS WORK AND THE PROPOSED MODEL 

Ref Model  Accuracy Time Consuming 

[5] CNN 97 No time mentioned 

[6] The Neural Network of Direct Signal Propagation 95 No time mentioned 

[7] CNN-BiLSTM 98 45 s 

[8] SQLNN 96.16 No time mentioned 

[9] RNN Autoencoder Model 94 No time mentioned 

 Proposed Model 98.20 0.0029S 

 

The following figure represents a chart of the results obtained, which represent the accuracy resulting from each 

model for previous studies and the current study. 
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FIGURE 3. Result analysis 

The results obtained are derived from applying the model using a dataset containing 18,900 payloads, which were 

divided into two parts. The first part involves of 15,120 payloads, while the second part contains 3,780 payloads 

representing harmful and benign content. In terms of dataset separation, a random separation approach was employed, 

allocating 80% of the dataset for training stage and 20% for testing and evaluation. 

Upon comparing prior research, in it became evident that the model developed in this research achieved superior 

accuracy. Regarding processing time, except for the study [7], none provided specific timeframes. In the mentioned 

study, it took 45 seconds to determine the type of attack. In contrast, our model achieved an impressively short 

processing time of 0.0029 seconds, attributed to the implementation of the SVD technique, which effectively reduced 

data dimensions and selected optimal features. Consequently, our model demonstrated both exceptional accuracy and 
efficiency. 

 

5.3 IMPACT FALSE PREDICTION ON (CIA) 

The subsequent segment of this section entails an examination of the repercussions of inaccurate prognostications 

and their effects on the fundamental tenets of information security, namely, confidentiality, integrity and availability. 

These principles serve as the cornerstone for web application development, thus warranting a thorough analysis of the 

implications of false predictions on the CIA triad. 

When a load is incorrectly classified as a benign load by the model that is in fact a harmful load, this case is 

classified as representing a FP estimate. This error indicates a violation of all three safety standards because the form 

will allow an unauthorized user to access the data, which gives them the right to steal the data, delete it or prevent 

organizations and customers from accessing their data. 

When a model incorrectly classifies FN a payload as malicious, the model prevents a customer from accessing its 

data. This results in a violation of the availability of data at the required time, thus violating one of the three CIA 

information security principles. 

The following table represents the impact of incorrect predictions on the three information security principles CIA. 

 

Table 8. IMPACT FALSE PREDICTION ON (CIA) 

Model Confidentiality 

 

Integrity 

 

 Availability 

FP Breach of Confidentiality Breach of Integrity 

 

 Breach of Availability 

 

FN Not Breach Confidentiality Not Breach Confidentiality  Breach of Availability 
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6. CONCLUSION 

Protecting web applications and identifying potential breaches targeting them in a timely manner is of 

utmost importance in maintaining the confidentiality, integrity and availability of data for organizations and 

customers, in addition to adhering to the basic principles of information security. This study proposed a 

model to detect the type of payloads sent by the user, whether they contain natural or malicious payloads. 

This is done by applying the model using a dataset containing normal and malicious samples. The model 

achieved the highest accuracy and the lowest training time. 

 The main contributions of this model are achieving high accuracy in correct predictions and the lowest 

number of FPs and FNs, in addition to the shortest time in classifying the load type. This is because when 

using the SVD technique, the accuracy of classifications is increased and the time taken to detect attacks is 

reduced due to the use of relevant features in building the model. 

The second contribution is when building a model using ML techniques; requests are classified into 

four values, as shown in Table 3. In this research, the effect of both FP and FN on the three basic principles 

of CIA information security was studied. Therefore, when the model predicts payloads as FP, this causes 

the model to classify a malicious payload as benign, which results in users being granted unauthorized 

access to the data, leading to data theft, destruction or modification. When the model predicts cases as FN, 

this leads to the model classifying a benign payload as malicious, as this affects the ability to access user 

data and prevents the user from retrieving this data. The results indicate that reducing the number of FPs in 

building a model using ML, DL or other technical approaches is essential. 
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